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ABSTRACT

During the 19€¢s we will continue to see an 1increased
use of distributed computer networks. Although network
usage has been found to be effectiive in a wide variety of
applications, continued network exransion heightens the need
*or eftective management tc¢ acnlieve cptimum pertormance,
reliability, and security of network operations. Advances
in netwerix management have not kept pace with the problems
that earise in network operation. The Cormmrunity Cn-~Line
Intellligence System (COINS, is a packet-switched netwcrk
connecting organizetions in The U.s. intelligence
cermunity. COINS exhitits many of toe difficulties taced by
large networks. It is 1ironic that networks have made
advanced technology avallable to a large onumber of users,
yet the use of advanced technology to assist netvork
ranagement has been relatively limited. This +thesis will
study the COINS Network Control Center (CNCC) and explore
ways that Voice Input/Cutput (VIO) Technology can be used to

irprove the dey-to-dey management of network operations.
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I. INTRODULCTION

A central technological <thexre of the 1972s was the
coupling of two technclcgies: computing and cdmmunications.
Dramatic reduction\in the cost ot digital-technology and a
less dramatic, obut still sizeable, expansion of date
transmission capabilities have spurred the introduction and
growth of several geographically distributed ccmputer
networks. Piloneered by a combination of government researck
and private initiative, comrputer ogpetworks are becoming
increasingly availaole for a wide varlety ot applicationse.

The essential characteristic of & computer retwork (or
more prcperly, a computer ccmmunicaticns network) ls that
the user views the network as a collection of computing
rescurces that previde a range c¢? diverse cervices and
capabilities [Ref. 1: p. 1¢19]. These corputationel
resources are accessible 1o wucers through a network
architecture that is more or less transparent. In mnst of
today’s networks, the user must establish & logical
connection to one of the network computers and use a set of
host—-dependent comrmands 10 accescs and rmaoeipulate date.
Networks of the future are likely to te teccre inrcreacsingly
transparent in the sense that the user will view the entire
netwerk {(and ccnnected netwecrks,) as a sinzle btlack box that

provides a set of information processing resources that can
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be accessed by a common commana and gquery language. Figure

1 illustrates the user’s view o¢f a present-day computer
cormunications network.

Much o¥ the work in advancing network <technclogy has
been spearheaded by The Advanced Kesearch Projects Agency
(ARPA) of the Tepartment of Detense (DoD). The ARPANET, an
experimental network employing packet-switching technology,
has been operational since 1969, This network coanecis over
fifty host comruters at mcre than forty different lcocations.
This geographical dispersion is accorpanied by consideracle
aiversity 1in the types of computers thet serve as host
machines. 1In addition to its own networking activities, the
ARPA technology hés influenced a number of cther distridbutred
intformation processing rrojects toth within DoD and in other
government agencies. One cf these efforts wes the Cormunity
On Line Intelligence System (CCINS) which intercconects on-
line 1information storage and retrieval systers located 3t &
purber of locations within the U.S. intelligence community.

As with many areas of adveénced technolcgy, the technicel
rrotlems of computer neiworking have ©been solved tairly
easilys the prcblems of network management ard contrcl have
been a good deal less ‘tracteble. It is ironic thet the
control mechanisms for ccmputer retworks, which embedy
advanced ADP and <communications technology, are generelly
rather primitive. The COINS Netwcrk Conirol Certer (CNCC),

for example, has several seriouvs limitetions in hariware,
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software, and in operator assistance. The purpose of this
thesls 1s to study the existing CNCC and to explcre ways
that Voice Imput/Output (VIC) technology might be used to
help the CNCC operatcrs better manage the network. To
assist in this process, we have designed and irplemented a
computer simulaticn of <the CNCC to help us study the
aprlicability and teasibility ot voice technology.

We will first descripbe the COINS Network and the CNCC.
We will then summarize some of the advances in VIO
technclogy cver the last several years and analyze the
extent to which the technology is likely to improve the CNCC
operation, We will then daescribe the design of the CNCC
corputer model and present some preliminary conclusions thet
were obtained ¢ty using 1it. Tastly, we will discuss
irplementation strategies, costs, and potential pitfalls

associated with installing VIO in the CNCC.

14




57 I1. THE COINS NETWORK

A. BACKGRCUND |

The Ccmmunity Cn Lire Intelligernce System grew cut c?

the need for U.S. intelligence agencies to share
infcrmation. COINS I criginated as a star network with a g
message~switching computer 1in the star’s logical center at
NSA. In the early days ot COINS I operationm, the switch

corputer served as a ae facto Network Corntrol Center because

all tratfic was routed through it enatling it to ronitor the
% status of the netwcrk [Ref. Z2: p. 3-1]. COINS II, develcped
in the mid-197ds, uses the ARPA packet-switching technology

! .
; 1o connecty its hcst computers. There i<, therefore, nc

So . e 3y empivi e

g longer a central message-switich +to pertorr the network
centrel functicn.

The current network consists of several host systems
(sore of which are served by PDP-11 tront-end processors).
' ! Hosts are connected t0 the network by Interface Message
! ' trocessors (IMPs) 1interconnected by wideband corrunication
’{j lines. The IMPs form a reliable ana <ecure corrunicetions
supnetwork which wuses a variety of techniques, such as

edaptive routing, 1tc¢ ensure network performance ana

avallabdbilivy.

Zuripg a typlcal CCINS cperaticn, a user at a terminal

coanected to some host (or alternatively to a Terminal

1o

3
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Access System (TAS,)) enters an interrogation regquest for
retrieval of information that resides at some other network
host. The retrieval request is passed trom the host to 1its
IMP where it 1s divided intc packets approximately 100@ bits
long. These packets are independently routed through the
network vuntil they arrive at the destination IMP where they
are reassembled into the <c¢riginal interrogation message.
After reassembly, the destination IMP passes the regquest to
its host computer for action. The aéstinetion host
rrocesses the iaterrogatior by retrieving and tormatting the
requested data from its {files and passing the answver,
through the network, back to the requesting terminal [Ret 3:
p. 1-3]. COINS hosts provide a variety of query languages,
tile structures, network protocols, ana terminal types.

Additionally, The COINS Project Management Otfice (COINS

PMC) actively develops hardware and sotftware corronents 1o

tacilitate the smooth and rapid exchange of informaticn
between users on diverse hosts. The Techrnology Transfer
lesearch Facility (TTRF), a gpart of the COINS PMO, is
actively involved in rrojects suvch as the DARPA-sponsored
an-Machine Relationshipr Program and the develorrent of a
multiple retrieval lenguage trenslator (celled ADAPT) whickh

is intended to cserve as a comron user intertace.




B. NETWORK CONFIGURATION

Conceptually, the COINS II network can bYe viewed as
corsisting o0¢ four independent layers cr rings as shown in
Figure 2. The Host ring consists of relatively large
corruters that surrort on~line data bases and rrovide direct
analytic svpport to intelligence analysts. Examples include
the SIGINT On-~line Infcrmation System (SOLIS) at NSA and the
UNIVAC-1110 system at the Nationeal Photo Intelligence Center
(NPIC). The Access prccessor Ring corsists c¢f varicus
corputer systemrs that allow a wuser tc¢ access COINS data
bases without gcing thrcugh a host. Included in this layer
are the Terminal Access Systems (T&S) which are roughly
analcgoeus to very high-powered TIPs in ARPANET terminolcgy;
Front-End Processors (FEPs) which connect hosts to the
cormunications suobnetwork; and Gateways, which serve as
interfaces between CCINS Il and other networks. The IMP
ring 1is the communications sutneuvwcrk based upon ARPANET
philosophy ana technology. The T1 (tetrahedron) ring {is
that activity that links the IMPS together and raintains the
secure cormunications of the COINS II network [Ref. 4: p.
£-5].

In rigure 3, which portrays the current COINS 1I
torolecgy, the 1incerendent layers are denoted by diftferent
symtels: hests are represented by rectangles; access
Frocessors bty trliangles; and IMPS by circles. Figure 3

highlights the fact that COINS II is a true distributed
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Figure 2. Conceptual View of Coins II
(from Reference 2)
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network with functions allocated both to individual layers

acd to individual components on the same layer. This

prevides greater reliability and flexibility since the |

network can continue to operate in the tace of host, IMP, or

ccrmrunicaticn line fallures. A key feature of the netwerk
i is the use of an acaptive routing algorithmr 10 pass messages
srem IMP to IMP, Each IMP is ccnnected to at least twc

! neighbor IMPs. Al tae tirme an IMP receives a rmressage from

its host, it decides the proper route tec use tc deliver the
- | ressage to its destination based on the current state of the
3 Letworz. For exarple, 1o route a message fror IMP 1 to IVMP
b Z, there are three lires from which to choose. Norrally,

[ the direct Line (line 1} would be the best aprroach. I¢ IMP

1 detects tkhat line 1 is either aown or heavily 1loadea, it

can choose to0 routve the ressage indirectiy over two other

possible routes.

C. NETWORK MANAGEMENT AND CCNTRCL
Management of & computer network encompesses all facets
ot operation including 1long-range rlanning, ‘training,
staffing, end budgeting. In this paper, hcwever, we will be

prirarily concerned with day-to day management and coantrol

¢¥ netwerk rescurces. The chief prerequisite fer effective

operational «control is the ability to rapidly diagmose and
respend te failures in the netwerk. These “uncticns are

performed by the CCINS Network Controller who uses the COINS

I A A LS A Sacaibahe o ANENLEREE BRI
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Network Control Center (CNCC) computer tec assist in the

ronitoring and <control of <the network. The CKCC and the

Controller will be discussed in greater detalil in the next

Mt A L. R o

section. Before doing so, however, we will point out some
:‘ ot the generai rrotlers ot controlling a distributed network

and discuss sore of the longer range plans for CCINS network

; ranagement.

0 The COINS ccmmunicaticns subnetwerk can be consldered a
| distributed computation system [Ret. 2: p I-E], since
! message/packet prccessing, netwerk status rmrenitcering, and

trouble reporting are pertormed independently by each IMP.

TV

! This distributicn of functicn, while ensuring better cverall
reliebility and <cservice, does «corplicate the problem of
detecting and correcting problems with network corrcnents,
é Gecgraphicel distributicn further aggrevetes the control
% jroblem. The CNCC was established to address <the problers

¢t distributed ccntrol. It serves the multiple furctions of

pindiidiic ™ A

continually wmonitoring and diagnosing rrchler areas,
',, cccrdinating corrective measures, ana prcviding & central

. roiat to which users may direct inquiries and corplaints.

T
e s et

Each IMP is programmed to examine itself ard its interfaces

'{“‘

periodically and rerort the resulis to the CNCC. The CNCC

collects these (pcssibly conflicting, 18 7 reports,

cetermines the most likely true state of the netwcrk, and




ik

! cuggests the requirea repair activity {in the event of .
ii reported tailures. | 1
EE The COINS PMO is plannirg to implement a rully automated

;! on-line syster for the collecting, editing, analyzing, and

[

repcriirg c¢f netwerx infcrmaticn. The intcrraticn will be
use1 to monitor the operations, performance, and utility of
the CCINS Network. This ettort, known as the COINS Network
] Menagemeat System (CNMS), 1is planned to bte irplemented in
; stages over the next tive years. This raper is intended to
Lf cerplement that effort by exploring some remedaial steps that
can be taken to improve the pertormance ot the existing CNCC

that later could be incorporated into the enhanced CNMS.

B




111. THE CCINS NETWORK CCNTRCL CENTER

A. CONFIGURATION AND FUNCTICNS

As noted atove, the CNCC maintalins a dynaric piciure of
the siatus of all network compornents {(IMP’°s, FEPs, INIs, and
Lines) and is thus able to direct recovery rrccedures in the
event of ccmponent fallures. The CNCC wmachine, a
Honeywell-31€ computer, is attached 10 the subnetwork ¢ty
means of a local host conrection to the network’s master IMP
(IMP 1). The operation of the remote IMPs can be controlled
either from the CNCC or directly from the Master IMP. The
Control Center operator is responsible tor both machlnes.

The CNCC uses twc teletypes {(kncwe as the Logger TTY and
the Summary TTY) as primary output devices. The system uses
the Logger tc print event-oriented messages as they occur.
logger messages are often concerned with alert iaformation
pertaining to the status c¢f network ccmponents 4and will
frequently require acticn by the Netwark Controller. The
CNCC has an alarm box wired inte the logic of the Legger TTY
which keys on the presence of a sentinel chsracter (ASCII
contrcl=-G cr BELL) in a Logger message. Thus, by changing
the text of the Logger ressages, any message can be made to
set off the alarm box and alert the operater. The Summary

teletype 1s wused to print periodic reports and also serves

as the primary compand input device for the CNCC operator.
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The CNCC can also communicate with cther COINS hosts such as
the UNIVAC 494 host al NSA. These host-to-host
communications are used primarily to transfer network status
and summary files for further processing and reporting. One
of the fundamental objectives of this thesis is to evaluate
the use of voice input technology to perform the 1input
tunction of the Surmary TTY and voice outrut techmology 10
pertorm the acticn-alert functicn of the Logger TTY.

The CNCC program is driven by three sources: (1) reports
from the netwerk IMPs, (2) a real-time clock, ard (3, input
corrands typed on the Summary TTY by the operator.

Each IMP sends twc reports tc the CNCC cerputer at least
once every 52 seconds. The first of these, the status
report, provides infcrmaticrn about the cperaticnal conditicr
of the IMP itself, moders, and connecied hcstsy the second,
the throughput report, provides data throughput information
in terms of both words and packets ftor all rodems and hosts.
If these reports suggeést a change in stetus of any netvwerk
corronent, the CNCC will output a message on the Logger TTY
that may require action by the CONCC cperatcer., The
statistical iaforration 1is accumrulated and ouirut cn the
Summary TTY either automatically, 1in respcnse teo an
interrupt from the realtime clock, or on derand, in response
to a comrand trom the Network Controller.

The CNCC program accepts commands typed by tke operstor

on the Summary TTY and pertorrms a variety of functions to




moniter and contrel the network ccnfiguraticn. The<e
functions 1include reloading or resterting an IMP, testing a
host or modem interface, cr selecting one of the statistical

surmary reports for display.

B. ROLE OF THE NETWORK CONTROLLER

The COINS Network Controller is resronsible for overell
operation of the network. It it irrortant tc note that,
although we often refer to the Network Controller as the
operator , his duties are comsiderably broader than those of
a ccmputer operater in a iraditional ADP center [Re?. £].
The Network Controller’s role includes the coordination and i
monitoring of netwcrk perfcrmance, producticn c¢f netwerk

status reports, diagnosis of failures of network components,

and direction ot recovery rrocedures. Glven the distrituted
nature of the COINS Il network, the Controller hes first-
order responsibility for rnetwerk operatiens. The majler
duties of the Network Controller are sumrarized in this

section [Ret. 3: pp. I-19 - I-11].

The Network Controller is responsible, first of z211, for
operating the CNCC corplex. This includes the loading,
starting, and normal operation of both the CNCC and the
Master IMP programs. Although in this <thesis we are

prirmarily concerned with the CNCC H-31€ computer, the CNCC

Network Controller is responsible for a much larger hardware

suite. Other computers inm the CNCC complex irnclude the .

v
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PDP-11/70 Terminal Access System (TAS) that intertaces 32
user terminals to the networks the Netwerk Service Host ;
(NSB), another PDP-11/78 system used for research and
develcpment and network software suppcrt; and several other
spectal-purpose computer systems |Ref. 6: p. 2-4]. It is
planned that uvltimately the Nevwork Ccniroller could moniter
all these systems tfrom a single integrated orerator console.

The network monitoring activity cenrsists mainly of
observing the CNCC Logger reports and properly interpreting
error and fallure lndications. Duties include coordinating
network status with the COINS PMO, scheduling of specieal
petwork tests, gathering performarce and throughput
statistics, verifying the programs at the network IMPs, ana

the coordinating any needed malntenance suppcrt. The

Network Controller is also responsible for monitoring the
CNCC hourly summary reports, requestiing additional reports
if necessary, anda off-loading report files eond network

statistics to the TIPS1 system at NSA tor turther rrocessiceg

and analysis.

The most irportant duties ot the Network Controller are
those that affect the day-to—-day cperation ¢f the network.
These 1include diagnosing network or user prchlers,

conducting network tests to measure perfcrmarce, ard
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releasing new software to the network IMPs. The Network
Controller”s <fundamental responsitility is tc keep all

“t network components operating at a level that assures USe€ers
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of reliable and timely service. Additionally, he serves as
the focal point for questions, problems, and cemrplaints

about all aspects of network operation.

C. CNCC INPUTS AND CUTPUTS

1. Summary Teletype Output

The messages printed on the Summary TTY contain
network informaticn that has teen compiled by the CNCC
corputer from IMP status asd trouble reports. Surmary
reports fall 1intc three general categories: these that
provide intormation on the current status of network
components; those that provide accumulated summaries c?f
status informationy and those thet provide accurulated
surraries of host and line throughput[Ref 2: Arpreundix B].
The Network Controller can select any of these reports ty
entering commands at the Summary TTY. In addivion,
accumulated summaries of throughput and statvs information
are output automatically every four or eight hours. The
appropriate operatcr commands are described belcw.

There are two current status rerorts: QUICKPRINT and
HOST STATUS. The QUICKPRINT, a sample of which is shown in
Figure 4, uses one-character codes to0 descride the current
status of all IMPs and lines ir the network. This repcrt
also displays amy unusual situations (e.g., semnse switches
ON, OVERRIDE ENABLED, etc.) The tollowing status code

definitions are used in the QUICKPRINT report:

e —— . .
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2530 AUGUST & 1981 GQUICK SUMMARY

IMP
1224567690 1234
4<.77...22 227.
LINE

IMP 1 SS 4 ON
~SG GEN ON

Figure 4. Sample CUICKPRINT Report
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? - status unknown

. =~ up

¥ = down

+ =~ ©plus side of line down

- = minus side of line down

> = plus side of line looped
< =~ minus side cf line lcoped

Z =~ both sides of line looped

The BHOST STATUS report gives the curremt status ot all hosts
in the network or of c¢nly those hosts connected tc &
specitic IMP. A sample HOST STATUS report 1is showno &
Figure 5.

The CNCC accumulates'status information on e&ll IMPs
and lines on a daily basis. This information is displaved
in the STATUS report. Status is reported 1in terrs of 15
minute segments such that an entry is printed for a time
period only if the status of ome of the corponents changed
during that interval. The STATUS report erplcys the same
set of codes used in the QUICKPRINT with the addition that,
it the status of any IMP or line has charged curing the
interval, its status will be shown as "X'. A sample of the
STATUS rerort is shown in Figure 6. The IMP and line STATUS
repcrts are automatically summarized and output three tlmes
a day, at 0800, 1600, and <400.

The CNCC <compiles throughput statistics c¢n the

amount of traffic transferred between hosts end onver the

V4°]




€532 AUGUST S 1981 HOST SUMMARY

IMP i
133486
IMP 1 HOST @ (VIRT-HOST 1) UF

EOST 1 (VIRT-HOST 7) DCWN ;

BCST 2 (VIRT-HCST 1@) DCWN .
IMP P EOST 2 (VIRT-LHOST 2) UP

BCST 1 (VIRT-HOST 12) UP

BCST 2 (VIRT-HOST 13) UF

HGST 3 (VIRT-HOST 14) DCWN
IMP 3 HOST @ (VIRT-HOST 3) DCWN

ECST 1 (VIRT-ECST 18} UEF

HOST < (VIKT-HOST 16) UP
IMP 4 HCST ¢ (VIRT-HOST 4) UE
IMP 8 HCST @ (VIRT-HOST 5) DCWN

BOST 1 (VIRT-HCST 23) DOWN

HOST 2 (VIRT-EOST 24) DC¥N
IMP 6 HCST 2 (VIRT-BOST 6) DCWN

HCST 1 (VIRT-HOST Z6) DCWN

HCST < (VIRT-HOST <7) DCWN

HOST 3 (VIKT-HOST 2¢) DCWN

Figure £. Sample HOST STATUS Rerport




1339
1345

AUGUST 5 19€1l

Figure 6.

IMP STATUS
TIME 123456
@0ee 7972777
o 1030  XAXXXX
l 1@45 ® 40 8 00
|
' LINE STATUS
TIME 1224567860
geee 22772727772
1232  XXX??7XXX??
1045  ...%2...77
1315 '..??..l??

o e e?2.XX72¢
I..??‘..??

Sample

COINS NETWORK SUMMARY 0C0@-1€00

1234

?2e22
723X
2772,
?277.
297,
2?7,

STATUS Repert
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lines of the network. This information cam be displayed 1in

either ot two reports: the hourly THRUPUT summary report and
the eight-hour DAYSUM report. The tormats of these reports
are jdentical; the statistlecs, however, may differ scmewhat
depending on the time of the request.

In the THRUPUT regcrt, shown ia Figure 7,
information 1is arrangea by IMP and within each IMP by
physical host address with the virtual host address (VHA) in
parentheses. Host throughput 1is reported in terms of the
nurbder of messages and packets sent and received for ©both
inter-site and intra-site tratffic. The following symbology
is used to denote the information unit and rath direction in

the THRUPUT rerort:

M=>N Messages sent to hosts at other network sites.
M<-N Messages received from hosts at other sites.
P->N Packets sent to h¢stis at cther sites.

P<-N Packets received from hosts at other sites.
M~>S Messages sent to hcsts at the same site.

M<-§ Messages received from hosts at the sarme site.
P~>S Packets sent to hcsts at the same site.

P<-S Packets received from hosts at the sare site,

Throughput figures less than 32,767 are exact; those
vetween 32,768 and 2,297,151 are accurate to within 3%; and

those greater than 2,097,151 are shown as ++++++++,




AUGUST € 19E1 COINS NETWCRE SUMMARY 1400-15€¢0

~

BOST ¢ HOST Tt HOST =
1MPE1 ( 1) ( 7) ( 12)

M=DN 2EY3 2&3
M< =N EYS 2962 691
P~ N 2439 361
P<~-N EYE 61€8 8€7
M<~-5 140

P<-$§ 140

IMPOZ ( 2) { 12) ( 13)
M=DN 1€8¢ 176%& 117
r<=~N 17¢8 16€8 122
P->N 3670 3151 385
P<~N 1£90 1921 181
IMPe2 ( 15)

M=>N <81

MC=N €69

P->N 729

P<~N 720Q

AUGUST £ 1981 CCINS NETWORK SUMMARY 1400-1220

-~

IINEZ THRCUGHPUT

LINE 1: IMFY1l TO IMPZZ v4EE
LINE 2: IMPO1 TC IMPRE 17Q%Z
LINE &: IvMPed TO IMPQS Z2Z6&

HCST &

IvPY2 TO IMPR1
Inpege Tc ImMPe1
IMP¢5 TO IMPed

Figure 7. Serple THRUPUT Report
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2. Logger Teletype Output

a. General

The description of the Summary teletype outputs
was relatively straight forward, since the outruts were
well-defined and falilrly predictable. Such is not the case
when we consider the outpuls that appear on the logger
teletype. We recall that the Logger TTY is used <for alert
type messages, many of which require some acticn by the
Network Controller. Appendix B ¢f Reference < contains a
list of 93 possible output messages that may be seat to the
Logger TTY. Many ¢f them are merely intformaticnal in nature
and are useful primarily tor later diagnosis and tracing of
events. It is, therefore, neither necessary nor desirable
for our purposes tc describe them all. Instead, we will
present the general form of the Logger messages and describe
those that pertain to the overall performanﬁe of the
network. The ressages with which we will be concerned are
mainly thcse that will activate the CCINS alarm bex to
audibly alert the Network Controller. These messages are
the o¢nes that wculd ©be candidates tc be sert tc a volice
output device. A fuller discussion of Logger messages 1is
found in Reference 3.
All Logger messages have the following general

form:

<time> <{reporting net component>: <event descr>

>4
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where <{rerorting net component) is some IMP or line and

<event descr> 1is a brief message descriving the specific

event. Some examples are:

2745 IMP 1: VIRT-HOST 1@ DUWN
1349 LINE &: ERRORS MINUS 5/€
1359 IMP £: TRAP (74, 401, 1)

In the remainder ot this section, we will describe some of
the more importént Logger TTY messages.
b. BAD HOST DATA CHECKSUM
Each IMP has internal tatles on which it ©bases
ressage routing and delivery decisions. Should one of these
tables become disturbed, for exarple because of a program
crash, this message will appear on the Logger at one minute
intervals until the table 1s repaired.
c. HOST N DOwWN
The IMP is rerorting that physical host N has
aropped 1its Tready lire. A variation of this message is

"VIRT-HOST N DCWN" which provides the same inforration for a

" hest that 1s assigned a virtual host number. Because lccal

host operation is not a CNCC respomsibility, this message is
mainly to provide informaticn that might be used to answer
user queriles,
d. IMP N LOWN
The neighbors of IMP N have reported that the

lines to that IMP are dcwn. The CNCC has decided that the

35
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IMP is not available for network service although it may
still be actually running and able to communicate with 1its
local hosts.

e. LINE X DOWN

The IMPS at either end ot line X have declared
the 1line dead. The CNCC makes the decision to report the
line dead.

£. LINE X DOWN PLUS (or MINUS)

The end of a line which 1s conpected to the
higher numbered IMP is defined to be the "plus side of the
line; that connected to the lower numbered IMP is the
“minus” side. This lcgger message 1s similar to the
previous one except that the IMP at only omne end of the line
is reporting a problem,

g. TRAP (T,A,X)

The reportiog IMP has detecied an internal
anoraly. the T, A, and X values provide further information
about the trap. Usually these messages are of {interest to
network scftware personnel c¢nly; some of them, hcwever,
require operator action to clear up the error conditior.

h. CRASE (T,A,X)

This message indicates that the reporting IMP
has detected a serious prcgram malfunction that caused the
program to crash. It has reloaded {tiself and the program is
npow up and running. T, A, and X contain register values

useful to software personnel diagnosing the failure.
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i. VIRT-BCST-TBL X
This message indicates that the serial rumber of
the reporting IMP’s virtual host adaress (VHA) table daiffers
from the master in the CNCC computer. Apprcpriate operator
action is required to make the serial numbers consistent.

3. Network Controlier Commands

a. General

As was the case with the Logger TTY ressages
there are a large number of CNCC operator commands that do
not concern us. We will be concerned primarily with those
that ire used frequently in network mcnitoring and
troubleshooting. These are also the commands that are good
candidates for voice 1ianrut. Commands to the CNCC are
preceded by the command sentinel character "?° and consist
of a 1-3 character command mnemonic tollowed, optionally, dy
additional command-dependent parameters suck as filenames,
IMP numbers etc. In the discussions thatv follow, operator

entries are in upper case and wucderlined; prcmpts and

resronses by the CNCC are all in lower case. Expressions ia

- angle prackets, e.g. <FILENAME>, are used to represent ASCII

strings. The "$  character 1is wused to denote the ASCII

escape character (cctal 33). Some examples are:

7REPort Daysum:
?Broadcast file: {FILENAME>S imp: <#>$

37




CNCC commands can be grouped 1into three broad
categories: commands useéd 10 rroduce surmary reports; !
cormands used to manipulate local CNCC filesy and commands |
used for remote tramsmission of tiles between the CNCC and
other network components. For a complete 1list of CNCC
cormands, see Arpendix E of Reterence 3.

b. Summary Repcrt Ccmmands

To request a specific surmmary report, the
Contrcller types ?REP and the first letter of the repoert
type (e.g. D for DAYSUM report). The command is terrinated }
by typirg a cclon. The follcwing are the ccmmands Zcr the |

various summary reports:

?REPort Quickp:

?REPort Host status:

?REPort Host status imp:<#>$

?REPort Status:

?REPort Thrptsum:

?REPort Daysum:

¢c. Local File Cormands
Local (file <cormands allow the operator 1o

perform routine operaticns on 1lccal CNCC files. The
following exarples 1illustrate the types of commands

availabdle. For a mcre cocmplete description see Secvicn III

of Reference 2.
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?Print Directory
?Print Total (disk space available)

?REName (old) <FILENAMED>$ (new) <FILENAME>$S

d. Remote File Transfer Commands

The commands used to transfer riles between the
CNCC and cther compcnrents in the COINS network are probabdly
the most importamt of all the orperator cormands. They
prcvide the Netwcrk Controiler with a means of reloading
rerote IMPs and correcting other network probtlems. One of
the most frequently used ccmmands is the BROADCAST command

which has the ftollowing general torm:
?Broadcast file: <FILENAMES imp: <#>$

where <(FILENAMED> determines the specific action and <#> 1is
the IMP number to which the *ile will be sent. Numerous
examples of the use of this command can be ‘found iun

Reference 3.

To correct certaln types of checksun errors, the
Controller wuses the RELOAD commaad which has the following

general form:

?RELoad file: IMPSYS ####BIN##DS

rodem: <#>$ 1mp: <#>$

where <IMPSYS #### BIN ##> is the nanme of the latest version

of the IMP program ard <#> rerers to the modem rumrber and
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the IMP number of a neighbbor IMP to the one reporting the
checksum errors.

On occasion, the operator wants ¢to transfer a
file from the CNCC disk to another COINS host. Cfien, these
are statistical files sent to another host for follow-on
rrocessing. This tunction can be accomplished by the SEND

cormand which has the following form:

?SEnd local-file <CNCCFILED>S
10 host <#>% remote flle name{REMFILE>S

where {CNCCFILE> 4is the oname of the CNCC fille to DYe
transferred and <REMFILE)> 1is the name that tkhe file will

have in the file system of the remote host.

D. LIMITATIONS OF CURRENT CNCC CONFIGURATION

As currently contigured, the CNCC has a nurber of

shortcemings that make 1t more ditficult for the Netwerk

Controller to rerform the ©basic functions of neiwork

monitoring and control. Although nct all c¢? these problems i
1 " are germane to the current 1inquiry, it 1s worthwhlle to
discuss each of them briefly to put the existing CNCC in

rerspective.

T e b e A e

The most obvious limitation 1s the relatively primitive
hardware in the CNCC. The CNCC computer has only 32K bytes
of primary memory and cannot be expanded; this places a

severe constreint onp its &pbility to manipulate and enalyze




network status intformation. There 1is {insufficient disk
storage to save all the raw data that is sent to the CNCC.
As a consequence, data must be summarized tefore it s
stocred with a resulting 1loss of information. The CNCC
outrut devices are quite slow and it 1is rossible to lose
tratfic in peak situatlons. It 1s worth ncting that a
nurrber of COINS hosts have completed major hardware urgrades
while the OCNCC hardware still represents the technology of
the early 1578s {(Ref. 2: p. 3-3].

There are similar proolems with the CNCC software, bcth
with the analytical routinzs and with the rrocedures that
intertace directly with the orerator. Mapy of 1i1he outputl
messages are cryptic and require considerabdle experience and
guesswork to interpret correctily. The input caorrand
language 1is alsc not very human-oriented. Some of the
corrective procedures are curbersome and fprone 10 €rror.
For example, the procedvre for relcading an IMP can
soretimes as many as eight tairly corplicated steps [Ret. 2:
P. 3-€]. Huranized, self-contained output messages and
sirple macro type input commands would go a 1long way to
simplify the Jjob ot the Network Contrcller.

One of the most serious problems facing the Netwoerk
Controiler is Jjust the number of individual conscles that
must be monitored. As notea aoove, the CNCC operator |is
responsible for the cperation ct several computer systems In

addition to monitoring the Logger and Summery TTVs. While
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these systems are all in the same general area, it 1s not
possible tc monitor and operate all the systems effectively
without a considerable amount of physical moverent. One
study showed that, in the course of a typical week, the CNCC
operator made 882 separate trips between various positions
and ccvered a distance of over five miles. More significant
than total distance is the fact that the fregquent
interruptions make it hard for the Controller tc malntaln
effective continuvity over all the positions. He will too
ctften be at the vwrong conscle at the wreng time and thus
miss some important messages.

These shortcomings cannot be elimrinated by a riecemeal
approach. Ultimately, the CNCC will heve to be replaced by
a rmodern computer system that enhances and sirplifies the
job of network management. Plans for such an upgrade have
been developed by the COINS PMO. A turnkey rerlacemrent
system 1is, hcwever, several years away. Advances ir Volce
Input/Outrut (VIC) technology over the last several years
provide the potential tc make some 1iwpcrtant interim
improvements at comparatively moderate cost. In the
rermainder of this paper, we will take a closer lcck at voice
technology and examine ways that it might be adepted to the

existing system to increase the etfectivenesc of the COINS

Network Controller.




IV. VOICE INPUT/OUTPUT TECHENOLCGY

A. GENERAL

As we noted in the previous secticn, several c¢t the
problems faced by the CNCC Network Controller could be
categorized as shortcomirngs in human factors englneering.
One way of imrroving the human aspect of any system is to
sirplity the procedures used to communicate the 1intentions
of the human operator to the system. Another i{s to prcvide
a better way of notifying the operator that a significant
event that requires his attention has cccurred. V¥hat we
will attempt to do in the remainder of this thesis 1is
explore and highlight vays of achleving these 1two
fundamental improvements to the current CNCC syster. On the
fnput side, we will examine the uses of Autcmatic Speech
Recognition (ASR) equipment; on the output side, we will
consider the use of voice outputl techniques, such as sreech

synthesis. Input and output will be discussed separately in

- pore detail in B. and C. below., In the rerainder of this

section, we will outline <the overall arproach co¢f the
iovestigation.

The apprcach traditicnally wused to evaluate the
potential of ASR for a particular appliceation has been to
conduct what are called [Ref. 7: . 4) “evaluation

experiments". Evaluation experiments are the most rigorous
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to determine the wusefulness of speech

real-world situvations.

evaluation experiment for the CNCC study.

and even subjects with extensive computer

!

~—

p such an experiment. The fact that we were looking both at
3

- voice 1input and voice outijut was an additional complication
2

|

T '
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tyre of experiment and usually involve careful

formal analysis of numerical measurement data.

recognition

For a number of reasors, we decided not to use a
First of all, the
CNCC is a complex man-machine system that extremely
difficult to model realistically ir a controlled exreriment.
Events in the retwork are 1aot determialstic nd by
introducing the controls necessary for a forral experiment,
we run the risk of building a model that does not accurately
portray the real system. Related to this 1s the difficuly
of obtaining people with adequate background serve as
experimental subjects. CNCC operators were nct available
exrerience

have to have lengihy specialized tralning to participate in

coatrol of

experimental conditions, a number of replications, and a
Reterences 8

and Y are good examples ot the use of evaluation experiments

in a

rarticular application environrent. There are a number of
advantages tc thls approach, the most obdvicus being that the
conclusions are bolstered by hard statistical evidence. The
disadvantage is that it is cften difficult and expensive to

develop experirental models that realistically portray

formal

would
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that could necessitate additional replications and hence l
increase the cost of the experiment. '
A more positive reason for adorting a ditfferent strategy

was that a formal experiment was really not necessary.

Automatic Speech Recognition has matured to the extent that

- wve can feel reasonably contfident in extrapclating results
from earlier experiments. One of the 1landrark experiments
in ASR involved a group of 24 experimental subjects whc used
volice recognition equipment to verbally enter cormands to
the ARPANET [Ret. 8]. Thne subjects carried out a rredefined
scenario using both voice input and typing Iinput. The
subjects were also required 10 rerform a secondary task
during any free time that they had. The results of the
exreriment [Ret.8: p. 2] showed that with only three hours

of training practice:

-~ voice imnput was 17.8% taster than manual typing;
-~ manual typing input had 183.2% more entry errcrs; and
-~ voice input allowed subjectis to complete Z28% rore of

the secondary task than did manual typing.

It is clear that there are a aumber of simrilarities

L

between the scenaric 1in the ARPANET experiment and the

operational environment in the CNCC. The CNCC operators are

also involved in entering commands tc a distributed computer

network that uses ARPANET technology; the operator 1is, of

i course, always performing a seccndary task since the Netwerk




Controller is continually occupied with responding to output

then,

We bvellieve,

requests on a numbdber of display consoles.
that the general conclusion of the experiment, that {t is

feasibdle 10 use curreat commerclally available voice

recognition equipment to run many operations of an ARPANET

A‘x type network, can also bve aprlied to the CNCC.

l i In terms of vcice output there is less hard experimental
evidence of applicability. There are some examples,

! however, where voice response units have been used in place ‘i
of traditional alarm devices; i1t seems intuitively

E attractive, furthermore, that volce c¢utput wculd provide

considerabdly more inforrmation tham a tuzzer or bell.

-~ The relatively moderate cost of current vcice input and

output equipment 1s also a factor in deciding against a

tull-scale evaluation experiment. As long as there {s

- reasonable evidence that the technology will be usetvl,

there is fairly low econoric risk in trying te apply it. 1If

the basic aprlicability can bve verified; the feasibvility

: demonstrated; and one or more pcssible implementatior

; ; - alternatives developed, there is a high probability of
B | successful installation and operation.

.}‘ Our methcdology, taerefore, has taken two dlfferent, bdut

related, paths. First, we have researched the field of VIO

technology to understand the capablility and cost of the

available equipment and 1ts potential aprliicebility in the

};} CNCC. Second, we have irplemented a training sirulation

DRISIRNCIMIPORE ¥ 1 5 1§t 6% e




model of the CNCC that is usetul both to demonstrate the use
of VIO in the CNCC and to permit experirentation with
alternative implementation approaches without interrupting
the production system. The model <can also be wused to
fariliarize CNCC operators with voice technology equirment
befcre actually installing it on line. Based on these 1two
parallel efforts, we then geveloped some strategies for
installing VIO 1in the ~currert CNCC without major {i

moditfications to any of the existing hardware or sotftware,

B. VOICE INPUT L
1. Typical Applications of Voice Input

Until the mid-1970s, autcmatic speech recognition

(ASR) was used primarily to develop vocoders for narrow-band

speech communications. W¥ith the lncreasing avalilablility of
high qualizty, roderately priced systers for speech

recognition, however, the nurber of rotential apnd actual

applications has mushroomed. Limited vocatulary vcice input
systems have moved out ot +the laboratories and are now 1

cperating 1in a variety of applications in beth private and

public sectors. TExamples include automated sorting systems
*or the distridbution of rarcels, contaipers, ard baggage;
voice programming for machine tools; quality control ann
inspection; air traffic comtrols entry of cartograijhic data;

end aids for the handicapped [Ref. 12: pp. 1B82-18€). VWhile

this large number of TFfotentlal uses gprecludes detailed
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discussion of them all, it would be well to briefly discuss

a few of ther ©bvetore we 1try to generalize about the
characteristics of applications where ASR is likely tc te
successtul.

Voice input devices have teen used {n material

handling applications since the mid 197@s and have resulted

in increased orerator rroductivity aasd reduced error rates

wrpreyer

over thelr predecessors that required operators to hand key
the sorting destinavion codes. A tyrical exarple, 1is the
voice control package routing system developed at S.S Kresge
in 1974. As parcels arrive at the induction statiom, the
operator simply staetes the destination ccde for each package
into his microrhone headset. The computer recocgnizes the
spcken destinatior code and generates the aprrcpriate code
é as if it had come from a keyboard. This "sorting by speech’
i increased productivity and elirinated a serious rrodlem of
| “"bunching” of different size packages at the induction
station [Ref. 10: p. 185].
A longstanding bottleneck in ccmputer—-based

- manufacturing control systems has been the delay in getting

machine tool programming requests 1translated 1into working

software. Traditionally, factory personnel would identify

necessary modifications in the torm of drawings; these would
pe converted to specifications; translated intoc a computer
Frogram manually; converted to tare; and, fipally, iastalled

i 4 in the machine <control unit. A form of voice programming
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has been developed that a110w$ tactory supervisors 1to
directly cbntrol the computé}-based preccesses. Voice
programming for numerical control (VNC) allows the tactory
personnel to speak commands in styllized Emglish that are
automatically translated into a computer-corpatible format.
No speclal rrogramming skills are required and the
"programmers  hands are free to handle blueprints or perform
supporting calculations. VNC has transtorred what was a
seven step process fraught with the danger of error that
creeps in whenever complicated human comrunications are
required into a workable four step process under the direct
control of the people using the results [Ref. 10: pp. 1EE-
186].

ASR has not been used as extensively in the public
sector although exrerimental resultls and lirited orerational
experience seem quite promising. As noted adbove, TFoock
{Ret. 8] has demonstrated that using voice iaput to exercise
a typlcal scenario on the ARPANET was signiflicantly faster

and more accurate than ranually entering the comrands. It

- has also beer used operationally at CINCPACFLT to access a

large 1intelligence data base and has been found to have
consideratle pctential for use in the production of \imagery
interpretation reports [Ref. 9: p.95]. A significent arount
of research has been performed for the Defercse Mapping
Agency (DMA) on ways to use ASR in such applications as the

processing of Digital lLandrass System (DLMS) data,




preparation of Flight Inforration Publications data, and

ocean-depth reasurements for digitized cartographic

£

applications. These cperations all take ©place in an an

environment where both hands and eyes are continuously busy

and frequently iavolve the wuse ot siereo optics or other

Aien -

special equipment. Volce has bteen showr experimentally to

be faster, easler, ard less fatiguing to the operator than

rore traditional methods ot data entry {Ret. 9: p. 37].

Lest this discussion appear 100 one-sided, there are
| rany applications ftor which voice output is either not
desirable or not ccst-eftective. It has been shcwn tc be cf
lirited wutility for the rreparation of prcforra messages
and, to be no faster than typing for entering comrmands tc¢

the warfare Environmental Sirulator (WES), e wargame used on

the Advanced Command and Contrel Architectural Testbted
(ACCAT). Because of 1limitations of today’s technology,
aprplications that require speaker independence, vocabularies
greater than about 220 words, or recognition of continuvous

speech are not practical. From the amcunt of exrerience we

have had to date, however, it 1is possible to identify
? certain characteristics that make apb arplication a gcod

candidate for volice input. We will discuss these

- characteristics in the next section. !

2. Characteristics of Candidate Appiications

In view of the growth in orerational use of voice

input it should be pcssidle to ldentify a setr of task

el




situation characteristics where the use of speech

recognition 1s likely to be beneticial. Reddy [Ref. 11: p.
60] presents such a list that he adapted frcm an earlier
study. Usling this list as a starting point, we can défine a
protile of characteristics that make a particular
application a good candidate for ASR. It is unlikely that
mrany operational situations will exhibit all of these
features, but the exlistence of even two or three provides a
strong suggestion that the use of speech input should be
examined.

The single characteristic that almcst all of the
successful applications have 1in <common is that they all
involve situations where the operator’s hands and eyes are
already busy with cther functions. 1In many operations a
200d deal of productivity is lost when the operator has to
interrupt his cther activities to input data'via a Keyboard.
Voice {input rrovides an independent, high-bandwidth
cormunication channel that s tallcr-made for hands-bdusy
operations.

Related to the first consideratior is the condition
where the operators must frequently move away fror the basic
input station to attemd to other duties. Wireless
iransmitters ¢the size of a clgerette peck can prcvide &
considerable range ot operation permitiing the orerator to
cormunicate with an ASR system without returning to the

input console. It is interesving to observe that the use nf

o1
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voice input in such situations might suggest, or even

necessitate, the use of sore type of audible feedback System
(i,e. speech output) since the operator will not always be
in the vicinity c¢f the speech input device cr {ts asscciated
teletype or CRT.

Some aprlications 1involve what wmight ©be called
"virtual® mobility requirements, in addition to or instead
of, the "physical mobility just descrided. For example, it
may be necessary to access & number of different computer
systems through a cormon terminal or coamsole, The ARPANET
experiment provides a good example. In the ARPANET, the
host computers use different command languages, query
languages, and file management systems. This heterogeneity
can sometimes te confusing to even experienced users. For
example, the UNIX command to delete a file is “rm”; while
the comparable DECsystem-2¢ command is ‘DEL’. To display a
airectory of files on UNIX, tke user types ‘ls -17; on the
DEC-2¢, he types ‘DIR’. Well-designed voice 1input systems
can alleviate these problems, to &t least some extent, by
making these diftferent comnand languages transparent to the
operator. For example, ocne widely-used system allows fer
the definition of vocabulary sets that can provide a mapdping
berween standard input phrases and different output
character strings depending on the applicaticn context or
the vparticular host computer being accessed. In our second

exarple above, the operator might always wutter the rphrase
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"display directory” and the voice iarut system, in
cooperation with the hest computer, would perform the
transformation to the appropriate character string. Voice
input can also reduce complex coannection protocols to one or
two natural rhrases that make it easy to establish logicel
connections.

Voice input systems are ldeal fer use by wuntralred
users. No physical skills, such as typing or other keyboard
ranipulation, are required. The naturalpness 4qnd humanness
of the speech input interface make it applicable for users
at all general skill levels: from «clerical rersonnel, to
computer operators, lto top-lLevel manégers.

Orerations where speed and accuracy of comrunication

are essential are alsoc excellent candidates fc¢r volce input.

In the ARPANET experiment, signiticant irprovements (see
above) in the sreed and accuracy cf data entry were attained
even though the test subjects had no previous experience
with voice input. Sore studies have fournd that reak
efficliency is not atvained until the cperatcrs have had 3-4
months of exrerience. This suggests that even greater
productivity galas can be realized.

Because of technolcgiqal limitations, which we will
rursue in detail in the next section, candidate arrlications
should have a relatively limited input vocabulaery.
Contemporary volice recognition systems will surrort

vocabularies of from about £€ to over Pl 1iscrete
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utterances or phrases. Applications with a well-defined but

limited command set are the most likely candidates. Most of
the vocabulary should be capable ot being “canned”; a
language that contained many fields with arbitrarily varying
input would, therefore, not be very suitable. For a related
technclogical reascn, applications with an {input language
rade up of discrete commands and filelds 1is much more
adaptable to voice input than one where input is in the form
of unstiructured character strings. Fer example, current
technology would readily support an information storage and
retrieval system utsing a fcrmatted gquery language but would
be inappropriate for a word-processing application.

Having detined this proftile, it will be instructive
to compare it against the CNCC operation to see how well the
CNCC shapes up as a volce input candidate. Figure 8 1ists
the six characteristics and a subjective assessmentl of how
well each applies to the CNCC. We see that, with 1two
exceptions, all the features are present in the Netwerk
Control Center. The Network Controller is often tusy doling
something else when he is called upor to input comrands to
the syster; the neea to conirol a number of systems clearly
reguires Ehysical mobility; the responsibility fer
mairtaining a&an operating CCINS network requires that
accurate information be ertered gqulckly; anrd the CNCC

conrand language is small ana reasonatly well stiructured.

The CNCC perscnnel are adept at entering ccmmands and data




AFPLY IN CNCC?

CEARACTRERISTICS
E 1. Hands tusy, eyes busy Yes
2. Physical mobility Yes
; 3. “Virtual” mobility Possibly
4. Untraired users N/A
2. Speed and accuracy required Yes
€. Small, st-uctured vocatulary Yes

i
¥igure 8. The CNCC as a Candidate ftor Voice Input
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into computer systems so the benefits to untrained users are
not really relevant.

The only uncertain area 1is that which we have
called "virtual” mobility. There is no question that such a
requirement exists in the CNCC. Given the nurber of systems
tor which the Network Controiler 1is resronsible even a
lirited amcunt, of ccnnection-protocol simpli¢icaticn and
coermand languege transparency would be quite beneficial.
The difficulty is that volce input can only help 1if the
systems in question are already connected electrically end
they have an agreed-upon rrotocol tor connection, even a
basic timesharing oprotocol such as ARPA“s TELNET. It does
not arpear that such electrical conpectiors and protocols
exist tcday, e.g. there appears to be no methcd of accessing
the other machines in the CNCC complex directly from the
Surmary TTY. Nonetheless, in view ¢t the cverall assessment
shown in Filgvre &, the expectation is that voice 1input can
te ot considerable benetit to CNCC orerations.

3. Overview of Voice Input Technology

Automatic Speech Recognition is a subset of a
brcader intellectual domain known as Speech Understanding.
Sreech Understanding systems (SUSs) have the objective of
prcperly interpreting the intent c¢f a speaker even when the
speech is not grammatically correct or well-formred. SUSs
must, for example, take 1into account the tendencies of

speakers to talk ir incomplete context-sensitive sentences
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end to sprinkle wutterances with occasional non-speech
elemrents such as uhs , "Ya knows' , etc. It is irportamt to
note that SUS are not S0 much 1interested 1im correct
recognition of every word but rather focus on the meaning of
entire conversational segments,

Even wher the domain {is relatively restricted,
permitting tthe use of task-specific inforration, the job of
a speech wunderstanding system is truly formidable and
erforts 110 aate have been rostly of acaderic interest. 1In
tne speakirg process, a speaker traensforms concepts 1into
sreech through rrocesses that 1introduce variabdility and
ncise. In ar attempt tc understand the concepts, the system
must deal with tphomermic, lexical, syntactic, and semantic
levels of mearing all o¢f which are susceptible to the
introduction of aaditionel noise or error. 1In the words of
the desigrers cf one cf the prctotype SUS,

To comprehend an utterance in the context of such
errors, a speech understanding system must tormulate and
evaluate numercus candidate inpterpretations <c¢f speech
freagments. Understending a message requires us to
isoiate and recognize its 1individual words and parse
their syntactic and ccnceptual relationships [Ret. 12:
p. 216].
The goals of Speech Recognition, 1in contirast, are

much less ambiticus. Instead of dealing with abstract

concepts like meaning and understanding, speech recognition

systems attempt to Solve the more practical problems of

biaicnk e,
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analyzing the acoustic weaveform and arplylng pattern é
recognition technigues t0 differentiate between utterances.
ASR systems can be considered as belonging to one of
1wo categories: continucus {(connected) sreech systems or
isolated (discrete; speech systems. (Scme authors draw a
distinction tetween continuous and connected speech,
regarding the latter as a somewhat simpler preblem. In this
thesis the terms are useéd interchangably.) While the
distinctions between the categcries are often bdlurred,
discrete systems are those that require a short pause (on
the crder cf 100 to @0 ms) between vutterances; Connected
systems, on the other hand, can recognize words without
explicit kncwledge of their endpoints. Continucus speech
reccgonition 1is considerably more difficult than recognition
¢t discrete utterances. First o¥ all, such systems must
decompose the acoustic waveform into phopnemes and words at a
real time rate. This naturally requires a great deal of
corputationél power. Secondaly, the acoustic variation of
words spoken in connected syreech is ditferent than when the
words are spoken discretvely. This 1is caused by the
coarticulation of neighboring sounds, i.e. the positions of
the tongue, Jjaw, and lips in a speech sound are aftected by

the previous ara future positions. Continuous recognizers

nust, therefore, be very sensitive 10 conversational context
(Ret. 13: p. 27]. There are some connected~speech

reccgalizers on the market today btut they are expensive




(45¢ ,0¢2-512¢,200) and their capabilities have not really
bteen evaluated. For tke remainder of this thesis, then, we
will confine our discussions to discrete recognition systemrs
which are commercially available in price ranges from as low
as $500 upwards to about $15,g¢e.

There are two other limitations with ~c=: of the
contemporary systems. The first deals with lirmitations on
vocaodulary sizey the seccnd concerns speaker-independence.
Corrmercially available systems support vocatularies of about
40-256 dlscrete utterances or  words'. (In speech
recognition parlance the terms word and ‘utterance are
used interchangeably, evenr though the term "phrase  might be
rore appropriate since utterances are often corposed of more
than one word. In addition rmost systems are speaker-
aependent, 1i.e. they require a wuser tc¢ first train the
s7stem with his voice pattverns tor each of the utierances in
the vccabulary tetfore using the system. (An exception is
the tyre of recognizer that suprorts only a very srecialized
vocabulary, e.g. the 12 diglits);. Fer most aprplications,
neither restriction has much practical etfect. Very few
corputer-related applications require more than 2099
utterances and training 1s usuvally accomplished quickly and
easily.

Figure 9 shows a block diagrem of a typical discrete
wora recognition sysuer, While the diagrar and the

aiscussior to follow describe a particular implementation




“Clear crash Irp 2"

TRANSDUCER
(Microphone)
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Figure 9. Block Diagram c¢ Typical Speech Recognition System
(Fror Reference 19)
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describved by Thomas B. Martin ot Threshold Technology, Inc.
(Ret. 10: pp. 17€-178], the general apprcach appllies to most
of the systers avallable today. As the diagram shows, the
system takes a spoken utterance, attempts to match it with
one of its pre-stored voice patterns, and, if successful,
outputls a pre-defined string ot characters over a standard
RS~222 interface to @& host computer. In our example, the
spoken phrase 'Clear Crash Irp 2" generates the output
character string ~?BCLEAR CRASH<esc>3<escd>” which is the
proper cperatcr entry at the Summary TTY in response to a
pumber of observed network problems (e.g. IMP CRASEH
messages, PACKAGE = n messages, etc.) This example
illustrates a numrber of irportant polints about ASR. TFirst,
the specfen utterance is considerably more natural than the
typed command string. Second and probabdbly more important,
the vcice inrut device is comrletely tiransparest to the host
corputer (in this case the CNCC machine). As far as the
hcet is ccncerned, it is getting character sirings 1in the
sare code and at the same bit rate as if they haa been typed
ranually. Thus no host sotiware moditications are required
in the host. This is critical in light of the ccmplexity of
the CNCC program, the 1limited primary memory, 4and the
consequent difficulties in raking software changes.

We see from Figure S that a system consists of four
pasic compoaents: a microphone transducer, a [reprocessor, a

featuvre extractor, and a firal decislon 1level <classifier.
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Farly speech recognition systems were veakest in terms of
feature extraction, otften deleting the functiorn comrpletely
or vusirg a rudimentary form of template matcking which
}roved inadequate and was soon rejected.

The micrcphone, of course, is the interface between
the vuvser and the syster and converts the srokem rhrase into
an electrical signal that can »be analyzed by the cther
corponents. The preprocessor performrs a number of functions
on the electrical signal. It ncrmalizes the signal in time
so that it <camn be leter compered with the reference
ratterns. Dynamic rrograrming is ope technique used 1o
achlieve this time adjustment or warping. The preprccessor
also performs classical time or ftrequency dorain analysis on
the input signal. There are two aprroaches ccmmonly seen:
the tirst uses bandrass filtering anmd Fourier analysis 1in
the frequency dcmainy the second vses Linear Predictive
Coding (LPC) to analyze the signal in the tire domain.

Feature extraction is the most impcrtant processing
tunction 1in any pattern recognition system of which speech
reccgnition systems form a major subset. Both the spectiral
shape and the time derivative of th. spectral envelope are
measured over the frequeancy range of interest. Combinations
and sequences of <these measurements are used to produce a

set ¢ 32 acovstic features which include such things as a

. N




worda boundary estimate, spectral armrlitudes, and formant

frequencies.

In most of today’s systers the first three
functional corponents have been irrlemented exclusively or
prirerily in bhardware 1in order to achieve 'real time
processing. In contrast, the classification or decision
precess ls usually implemented in software or a mini or
ricrocomrputer, The <classifier uses pattern-matching logic
to compare the features of the utterance with the pre-stored
reference ratterns and uses a best-fit algorithm to
determine the ccrrect one. It is alsc possible to produce a
“no-decision” or reject when noune of the retference patierns
is close encugh to the uttverance. When the classifier makes
its decision, 1t uses the number of the best-fit utterance
to select the correct output character string which it then
sends on a serial interface to a host computer.

There are two tyres of errors that can occur in
speech recognition. The first is rejection or the inability
10 ccrrectly classity an utterance. The second, and more
troublesome, occur when the recognizer substitutes one
utterance for another. Rejection errors typically cause few
problems since most reccgnizers will inform the user by an
audible beep that anm utterance w#as rejected. Substitutions
are more difficult and the better systems usually have
recognition algorithms decsigned to reject rather than guess

at questionable words. The bettier gquality systems, such as
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the Threshold Technolcgy 620 and 6&¢, have errcr rates that
are quite accertable. In the 1imagery 1interpretation
experiment, for example, reccgnition accuracy was 97% 1i?
only substitutions were counted as errors. Xven if rejects
were included in the error ccunts, reccgnition was still
petter than 9%. These figures compare quite favorably with
results ottained trom manual 1lyrpinog. Results of other
evaluations have been roughly the same. We cén say with
sore certainty, then, that lirited vocatulary, speaker-
dependent voilce input systems now represent stable and
raiture techsnology ‘that can be vused {n a nurber ot

applicatiors, and certainly in the CNCC.

C. VCICE OUTPUT

1. Typical Applications of Voice Qutput

In conirast to voice input technology, the use of
voice output 1is not so well-detined either in terrs of the
techneclcgy itselt or ¢t its applications. Manufacturers cf
voice resronse equipment have Jyetu to settile om a comron
technological approach and application outside the telephone
industry has been comparatively limited. In general, there
are three drcad areas where the use cf speech output devices
has proven openeficial. Before daiscussing the techmology
further, iv is worthwhile to look at these three areas more

closely.
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The tirst arplicatvion area involves those

cperations where ¢the telephone has always been an integral
part of day-to-day operations. The most obvious exarple ({s
in the :rhone industry itseltf where computerized speech has
teer used fcr some time 110 perform <functions that have
traaitionally been done by human operators (e.g. The number

you have dialed is not in service , etc.) Volce response has

also been used in a nurber of private automated switching
: sssters such as MCI EXECUNET, a rroduct ot MCI
; Telecommunications Corporation whkich 1links @a opumber of
"e Cognitronics €€1 Speechrakers 110 the Urciversal Switched
l'l Netwcrk 04 Danray, Inc., a divisicn of Ncrthern Telecom
{Ret. 14]. Another type ct teierhone application has been

tne implementaticr ¢! phone order-entry systems. The Ford

Moter Company’s Direct Order Entry Syster (LOES), for 3
exarple, has teen in cperation since the mid-197@s and has i

been very well-recelved by Tord and Lincoln-Mercury dealers.
In +this applicaticn, the computerized speech cutput prempts
the dealer through the parts ordering process. Ma jor
benerits have been "instant stock status, greater accuracy,
;lj irproved stock turn, and ... overall irproved customer
é; service.” [Ref. 15]

‘ The second broad application area 1is the use of

corputerized speech to provide informaticn traditionally

supplied by a humen speaker. An example 1s an éxperimental

syster develored for the Natiomal Aeronautics and Space




Adrinistration (NASA) designed to test the concept of

| automatic arprroach callouts. This system (called SYNCALL)

used synthesized speech to generate the ageriodic voice

reports given a cormercial airline pilot by others in the
cockpit crew during the approach and landing phases of
fligkt [Ref. 1€: pp. 4-9]. Although SYNCALL was developed ;
as an experimental system, it did result in irprovements |in %
fligkt performence and was generally favored by pilots over |
the traditional callouts by the cockpit crew. Irrrovemrents

were most marked for approaches with high ranual and visual ?
workload [Ret. 16: p. 78]. Variations of <this 1idea have
used speech <10 replace outputis usually generated by analcg
or aigital readout devices, such as @&ltireters and fuel

gauges.,

! The third major application area of volce cutput |is
:‘! as a replacerent for ‘traditional alarm devices such as
lights, bells, or ;irens. The princiral advantage of sreech ;
cutput in this conteit is that it conveys considerably more i

information than the other alerm types. If, for exarple, a

1 computer cperatcr hears a bell sound c¢n the ccmputer 1
’?j conscle, he first must go to the console and read the typed

j output Dbefore identitying tthe 7trrobdlem and deciding on

|

1

corrective action. Cn the <cther hand, i{f he hears the

pbrese "printer number two is jarmed , he can immediately go

10 the device in question and correct the problem,. It 1is,

- of course, this aprlication area thet we are rmost interested

.
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in ror the CNCC. As we alscussed iz Section III, the CNCC
Contreller is very busy and quite often away frcm the Logger
teletype. Replacing, or supplementing, the more important
Legger TTY messages with vecice response might permit him to
40 khis Job faster and more effectively and save steps in the

process. |

In our discussion of speech recognition, we bdriefly
rentioned voice output as a feedback mechanism in a voice
iapvt system. This might be considered an auxiliery
application of speech output since its fundameuntal raison ;
d“etre is to close the interactive lcop with the vcice input '
user. An operator may be some distance from the speech
recognizer that 1is rrocessing his utterances. It is
incorvenient to have him walk to & TTY to receive feedback

on his input cormands. Voice resronse is a logical

ctandidate for the ‘eedback mechanism. In the current thesis
we are tocusiog rrimarily on the alerting capability of
speech cutput although there is 1limited wuse c¢f aural

teecback in the CNCC model. The CNCC computer provides only

limited <feedback as it stards today, making the design of a
total closeda-loop voice input/output syster impractical.

This subject deserves a good deal more study and would seem

to be a good approach to use in the CNCC replacement system.

B e L P U

The technclogy ils clearly herej it remains only to apply the

- tecknology to the design of a volce-controlled wman-machine

o comrunication latertace. ;i

S A A ——t N
¢

RO S b s ae




PESHERPIRES UL THE e pearepe g v TR

2. Overview ot Voice Cutput Tecknology

Yhile deveiorment ot speech recognition sysiems was
not pessible befcre the 1introduction of inexpensive
electronic computing equipment, "artificial speech” systems
have ruch ceerer historical roots. As early as the
Renaissance, man began to look for ways ¢t0 sirulate the
actions ot the complex vocal mechanism by mechanical
cortrivances, many of which were quite clever 1in design !
[Ref. 17: ©p.<@5]. Feirly elaboratle speaking machines were |
constructed by scientific ploneers 1like Kratzensiein, Von
Kerplen, anda Sir Charles Wheatstore (no dbubt rore famous
tor the Wheatstone Bridge). These early mechanical ettorts
vsuelly involvea the use of pellows that generated varying

air currents through a vibrating reed.

As a boy, Alexander Graham ©Eell and his brother i
built a speaxing automaton by making a cast from a bhuran

czull and molding the vocal parts in gutta-percha. One can

crly speculate on the part that this youthful endeavor

i played in Bell’s later wecrx cn the telephone. As described

by Flanagan [Ret. 17: pr. 226-2¢7],

s AT = i3 T 71 8 T

The 1lips, tongue, palate, teeth, pharynx, and velum were
represented. The lips were a frarework of wire covered
with rubber which had been stufted with cotton bailing. ;
Rubter <cheeks enclcsed the mouth cavity, and the tongue :
was siruvlated by a rubcer skin and stuffed with batting.

The rparts were activated by levers controlled from a

keyboard. A larynx “box’ was ccmstructed of tin and had
- a flexibvle tube for a windpipe. A vocal cord orifice

i was made by stretching a slotted rubber sheetv over tin

Supports.
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All in all it was apparently quite a creation that coula
utter vowels, nasals, and a tew simple rphrases.

Interest in mechanical analcgs of the human vocal
sysuiem contiaued into the twentvieth century. Later
apprcaches tended 1tc depart from the human physical
representation and turned instead to devices such as tuning
¥forks and corgan pipes. The evclutlion cf electrical
tecknology accelerated the move away from physical models in
the airection of systems that generated sounds by electrical
tuning of amplitude and ‘requency. H. W. Dudley
derorstrated his Vocoder or "talking machine” at the 1939
Werld’s Fair. In the 195¢s and €8s, accustic englneers made
consideratle irprovements in apalyzing and representing the
Luman vocal tract. Advances in ccmputer technolcgy and the
sharp reductions ia cost of welectronic <components have
advanced the state of the art tc¢ the point where reasonable
quality synthetic speech iIs available et relatively mcderate
cost.

The basic functional cocmpornents of a ccmputer voice
response system are shown im Figure 19. The machine is
required te speak a phrase typlically expressed in spcken or
typed English text. The <synthesis program must somehow
translate the original text into a digital strear that
represents the desired output including, if possible, the
prorer duration, intensity, and inflection for the

prescribed context. This stream is then input to a digital
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speech synthesizer which "speaks” the message either over a

telephone or thrcugh a local speaker. VWhile the functional
boxes are similar for all volice response systems, there 1{is
concsiderable ditference in the way that the synthetic sreech
is produced.

There are three basic arrproaches to speech

synthesis;y they are distinguished largely by the storage
capacity needed for the vocabulary and by the complexity of
the control rules for generatiang the speech. These
techniques are: adeptive differential pulse-code rodulation
(ADPCM), formant synthesis, and text (or rhonere) syntbhesis
[Ref. 17: pp. 5-€]. Their respective data rates and
barawidth requirements are compared im Figure 11.

AIPCM 1is the simplest technique. It uses a
vocabulary of bhuman—-spoken words whose wavetorms are
clgitally ccded. The methcd requires 1tradeotffs tetween
signal qualizty, storage capacity required for the
vocabulary, and the simplicity of the message—-generating
rrogram. For message assembly, the synthesizer retrieves
the digitally coded words from a disk storage device and
appiies them toc an ADPCM decoder which prcduces the analog
outrut signal. With this technique there 1is no way 1o
control rrosodyy that is, no comtrol of vocal pitch or
mergirng of vocal resonances is possivle. For this reason,

the most apprepriate applications are those with minimal

possibility for semantic smbiguity. ALPCM has been used to




AMT OF STCRED SPEECH

CODING DATA RATE IN 1 MILION BITS
:¢; ALPCM 20K bits/s 1 rinute
p- FORMANT 5¢¢ bits/s 32 minutes
g SINTHESIS
§ PEONEME 7% bits/s 240 minutes
' SYNTHESIS

Figure 11. TData Rates for Different Synthesis Techniques
(trom Reterence 17)




generate voice output 1in applications such as equipment 1

ij asserbly, numeric readout, and stock market quotations[Ref. 3j
17: p. 6].

The second voice response technique, formant

% | s/jnthesis, uses a wmethod in which a word library (again

initially spoken by 2 humar) is analyzed and stored as the

tire variations of vocal-tract resonances or formants.

These frequency verlaticns are computer anealyzed and used tc

drive a digital filter whose inrut excitation 1s derived

from prcgrammed rules for voice pitch and scund ampllitudes.

Formant synthesls has been used tor the same application

areas as ADPCM.

The third, and in some ways the most advanced, volce

respense technique is called text synihesis or,

* alternatively, rhonere synthesis. It generates speech from
‘ f a data lnput operating at a typewriter rate, i.e. abcut 75
bits/sec. Systems that wuse this technique gegerate the
voice output entirely ¢from stored rules and dictionarlies.
Phoneme synthesis, thus, makes possible the direct ;
conversion of typed English text tc¢ synthetic speech. This
tlexibility does not come without cost. Text synthesis

systems are invarlably scfiware-intensive. Routines are
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required to convert the text strings to phoneres and apply
procsodic rules to make the speech sound nermal”. Such
sotrtware is quite corplex and usually can only be written bdy

somecne who combines software develcpment skills with formal
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treining in Linguistics, & combination not frequently found.
In sprite of this {irposing sotftware requirement, phoneme
synthesis is probably the ©bvest fcr computer applications
since it provides maximur flexibility and bhas a data rate
that is ccmpatible with standard computer peripherals. The
aevice used to run the CNCC model, the VOTRAX ML-1, uses the
phcpeme synthesis apprcach. The #ield 1{s quite volatile,
however, and aew ana 1less expensive products are bveing
intrcduced all the time. Improvements in digital recording
and compression technlques and corrarable advances in the
parameterized wavetorm (formant synthesis) method may mean
thet text synthesis does not represent the best long-term
alternative [Ref. 18: p. 74].

Voice output is available in three forms: chips,
boards, and terminals. Chips and boards are inexpensive and
self-ccntainea (i.e. the speech waveforms are locally
stored) thus they don“t normally rely onm a host rainframe.
They are fairly inflexible, however, anrd require

considerable exrertvise to integrate into a workable systiem,

- Prices for voice output terminals start around $50¢ and go

as high as $52,00€¢; most are priced under $12,¢¢2. These
terminals are desigred to ccnrect directly to computers via
an RS-232 or 2¢mA serial loop interface and usually rely on
external memory for vocabulary storage. Most of the
terrinals wuse trhonere synthesis to generate the outfput

speech. Eecause of their ease of use and greater cverall

74




capabilities, voice terminals would seer to be more

appropriate tor the CNCC application than chips or bvoards.




¥ V. THE CNCC MOLEL

' 4. DESIGN GOALS AND CCNSIDERATIONS

The CNCC model is a discrete event simulation that ;

"{ rodels the external behavior of the COINS Network Control

o Certer computer. It does not attempt to mcdel the internal

operations of the CNCC, nor to simulate the flow of messages

and packetvs across the COINS 1I petwerk. Ipstead, 1t 3
! focuses on modeling the system from the point-of-view of the
Network Controller, i.e. 1t simulates the outrut behavior of

! the Logger TTY and the input and output carabilities of the j

Surmary TTY. TLesign and irplementation were driven by the

¢cllewing six design geals.

‘ 1. The model should serve as a realistic simulation of
the external tehavior of the CNCC computer and
operating system.

2. It should rrovide a vehicle to demonstrate the feasi-
tility of using vcice input and cutiput technolcgy as

an integral part of the system.

3. It should be able to serve as a volce —technology
experimental testoed. it must ©be atle to run in
several different operating modes and to measure
variations in user response times and overall
performance under these different ocperating

environments.

The model must be irplemented on a comrruter systiem
that 1s accessible tc¢ the COINS PMO.

5} It should be modularly desigrned and independent, as
far as possible, of any specific voice input or output

hardware.
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6. The model should be extensible and easy to wmodify so
it can serve as a long term experimental testbed for
the CNCC.

The most irportant ot these objectives is that the model
be a realistic pertrayal c¢f the CNCC environment. It is
essential that the model behave in a manner comsistent with
the way that the real CNCC ccmputer acts. For example, the
model must drive two independent terminal aevices, one for
the Lcgger TTY and one for the Summary TTY. Processing of

cperator commands should be identical to the way that the

CNCC hnandles command input, i.e. the respcnses and prompts

mrvst be the same as on the real CNCC. A ftairly complete

subset c¢f the CNCC command language must be supported, 1o

allew the operator to pertorm the Network Controller

functiions through the model. pNetwork events should occur in
the mcdel in the sare way that they do in real 1life.
Fajlures and errors 1o network corroments are, of course,
not deterministic. The model, therefore, should use
stochastic methods to generate the network eveats. If
ratierns of events were predictable, it would be impossible
to discouat the effectis of learning when running the model,
It wcuid be considerably more difficult to evaluate respcnse

tire changes under the various orerating modes.

Since the model’s main purpose is to explore the
i teasibility of volce technology, it must be capabdle of

accepting input from a speech recognizer and sending cutput

TR Y PRI
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t0 a speech synthesizer. Speech input is, as noted in the
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previous section, transparent to the host comfputer since the
recognizer appears 1like a terminal device c¢n an RS-232
serial iantertace; voice output, on the other hand, 1is not
pearly so transparent. One cf the key softiware rcutines in
the rodel is a generalized phoneme output rrocedure that
interfaces with the VOTRAX ML-I synthesizer. The routipe ic
table-driven so it should be reasonably easy to rmoditfy (it
for cther phcneme synthesizers. In additicn to the velice
output routice, we deéigned and implemented a general-
purpcse text-to—-speech prcgram that allows a user to create,
store, and modify phoneme strings from directly from English
text input.

One possible use of the model 1s to 1try to quantify
irrrovements attrituted to the use ot voice input or output.
To dac¢ this, 1t shculd have the =ability to measure wuser
response times in at least three modes: manually tyred 1input
and printed Logger TTY cutput; voice 1input and printed
Logger outputl; and voice {nput and output. By exarining the

results of these resrornse time measurements, it may bde

" possible 1o wmake an assessweat of response tire as a

function of input or output mode.

To have real long terr value, the model should be able
to te wused ¢ty CCINS PMO anmd CNCC rersonnel to investigate
voice technology design tradeoffs. For exarple, we may want
10 lock at the effects of different input vocabularies or

clternate phrasing of output messages. The model shovld




provide the framework for studies ot this nature. For this

reascn, the mcdel was implemented on a PDP-11/7@0 computer
running the UNIX orerating system. It should be easy to
transport to one of the CCINS Terminal Access Systems.

Modular design and device independence carry with them
the distinct <ccnnotations «¢f motherhocd and apple ple.
Nevertheless, we did make a real effort to embody these
teatures in the CNCC model. The program is made up of a
nurber of small, single-function routines and, except for
the VOTRAX-dependent ccde, avoids ties to specific physical
devices. The UNIX I/0 system, which views all devices as
tiles, helps malntain 1thls generality. To interface to
another voice output device would require only ¢that a new
output driver be written. The message definivion and
rhoneme retrieval logic can remain intact.

The design of the model should rermit extenslions and
medificaticns to be made without changes toc the bdasic
software structure. To ensvre this, most of the irportant
procedures are file or table-driven, Parameters and
rhysical device assignments can be changed at run time.
Adding new commands or events requires only adding an entry
to the aprropriate tatle and writing a handler fcr the new
event. The entire prograr is written in DEC FORTRAN-IV PLUS
as modified ¥for UNIX py CULC Inc. This combines the
advantages of writing in a commonly-known language with the

ability to use many of the bvasic teatures of UNIX.
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B. HARDWARZ AND SOFTWARE ENVIRONMENT

The CNCC model operates on a Digital Equipment
Corporation (ZEC) PDP-11/72 computer rurning the UNIX
orperating system. The system on which the rmodel was
developed, in the NFS C3 laboratory, uses a versicn of UNIX
supperted by Bolt Beranek and Newman (EBN). BBN UNIX 1is a
hyerid of the sixth and seventh editions of the standard
Western Electric UNIX The model consists of two cooperating
processes both coded ir CULC FORTRAN~-1V PLUS (F4P). F4P is
a superset of ANSI standard FORTRAN that rrovides access 1to
the UNIX I/0 system and to many of the standard system calls
[Ret. 2@]. Since portability to non-UNIX computer systems
was pct an explicit design goal, we feltl free to use special
¥4P features like byte variables and UNIX system calls.
The mcdel shculd be easy 1¢ 1install on systems running
variants of UNIX other than the BBN version.

In addition 1o the PDP-11/7¢, the hardware sulte
consists of two terrinals connected to the mainframe via

serial RS-232C interfaces. In the MNPS configuration, we

- used two AIMZ CRT terminels maaufactured by Lear Siegler

Inc. Any terminal that looks 1llke a teletyre to UNIX,
either bardcopy or CRT, would work just as well. Associated
with the Summary T1Y is a Threshold Technology T-6€@ Speech
Recognizer used for irput of voice commands. When operating
inp voice input mode, +the operator sreaks short cormand

phrases to the T-€0@ which converts them to strings of ASCII
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PP RO




e B et .

characters acceptable tc the medel ‘s command interpreter. A
list of the operator utterances along with the associatea
character strings is given in APPENDIX C. The line t0 the
Logger TTY terminates 1im & VOTRAX ML-1 Audio Response
System. Thlis device norrmally rasses on all characters 10 an
ADM3 connected to its obusiness equipmert pert. When the
ML-1 detects srecial control characters in the data stream,
it 1interprets the characters that (fcllcw as a series of
phoneme codes making up & voice output message. The volice
ouput messages used by the model are summarized in APPENDIX
T. A blockz diagram of the hardware configvration 1is shown
in Figure 12.

The model s sc®tware comprises two F4P prcgrams, named
cncc and ttyin. Ia addition, a voice output editor (mll) is
used to generate the phoneme strings for the synthesizer.

when all programs are considerea, the wmodel 1involves

’approximately 290,000 executable FORTRAN source language

staterents. Code and surrorting files occury over 1€@0

plocks of RPZ6 disk storage (about E€¢@K bytes). The source

. code for all software is the rproperty of the U.S.

government. Anyore interested 1in pcssidle use c¢f the
programs should contact the author. Cperating instructions
sor the pregram can be found in the ¢file cacc.hlp. This

tile is include as APPENDIX A to this thesis.
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C. FUNCTIONAL DESfGN

rlgure 12 can serve as a wuseftl starting °rtoint for
discussing the fuactional design ¢t the CNCC rodel. Atter
initializing its interral tables anda parameters, the model |
waits for weither an 1internal event t0o occur or a user |
commard to be entered or the Summary 7TTY. As events occur,
they norrally generate messages on the Logger TTY. Certain
messages are accompanied by an audible beep that serves as
an operator alarr. If voice output mode 1s enabled these
events will produce a voice output message ip additien to ]
the printed ocutput. Sorme events, typlcally automatic
surmary reports, are prionted on the Surrery TTY. The
hNetworg Controller can also influence -events by typing i

corrands (or sreaking therm) at the Summary TTY. These

cormands are often in response to previous Logger messages

(tor example, the command to reload an IMP following an IMP

aown or IMP trar Logger message). Figure 13 1lists the

internally generated events supported bty the model, The

Network Controller comrands that are supported in the

initial release ot the model are shown in Figure 14.

The list shown 1in Figure 13 accounts for the most

trrequently occurring neiwork evenis. For simplicity, the

program assumes thet all component failures are

exronentially distributed according to some rarameter value

tcr Mearn Time 2etween Failures (MTREF,. In the runs of the

G- ¢ rodel conducted &t NPS, we used a MTBF for voth IMPs and
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LINE xx DOWN
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REPEAT PENTING ACTICNS

Figure 12Z.

CNCC Network

RESP REC

Ivents

rdrd 2Z 4 r4 4 Z 4




C+D CODE

[

VCO-IOO e GNE

Figure 14,

CMD NAMEZ
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lires ot cne day (86,420 seconds). We alsc assumed that

sore types of failures are more likely thar others. ZError
conditicns on a lice, fcr instance, are much more probable
than the 1line going down. The program uses a probability
distribution that accountls tor the relative 1likelihood of
different events along with exponentially distripbuted random
aurpers to select and sSchedule the next event for each
cormponent. The rjrarameter for the exponential distridution
can be mcdified by the user, at rvn time, without changing
any programr cc¢de; the relative likelihood distribution is
stored in an internal table, however, and can ©be changed
cnly by a pregram reccmpilation and link edit.

As can be seen from Figure 14, the model does not
suppert all of the CNCC commands. Those mecst commenly used
10 respond to network failures, however, are all 1included.
Two of the commands are not part of the real CNCC command
repertoire, but were implerented for user convenience. The
QUIT command allows the user to gracetully halt the model;
the LINX STATUS change command allows the user to set the
status o©0f a given line vo UP, DOWN, or LOOPED. The command
interpreter behaves exactly 1like the real CNCC. Each
corrand rust be preceded by a questioa mark and the operator
has only tc type the characters needed tc¢ uniquely identify
the comrand. In response to each commana, the system will

either perform or simulate some action and send an

appropriate response to either the Summary or the Logger




P

TTY. The program will take one of three possible actions:
(1) actually perform some service, such as printing a
directory of files; (Z) simulate an action and type an
imrediate response, such as sirmulating a tile deletion; or
{3) use some probability distribution, such as a normal
distribution, to determine the completion time for an action
that irvolves some delay caused by disk c¢r cormunication
transfers. ¥or example, the response to the RELCAD command
will be scheduled usirg a normal distrivution with mean 12

and standard deviation 2 seconds.

D. INTERNAL DESIGN

1. Overall Structure

The CNCC model 1is composed ot 1two cooperating
processes that communicate over a <speclally designed
Interprocess Communication Facility (IPCF). A4n overview of
the mcdel ‘s process structure is depicted in Figure 15. The
chila process (ttyin) performs the single function of
accepting aand validating comrmmanas entered by the operator at
the Summary TTY. when a legal command is reccgnized, ttyin
passes a message to its parent process (cncc) that contains
all information necessary tc execute (cr <simulate) the
command. All functions other than corrand 1input are
per¢crmed by the parent. These 1include scheduling arnd
executing network eveants; processing operator commands

acceptied by ttyin; printing éummary reports and other outrut
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on the Summary TIY; and sending alert messages to the Logger

TTY, including volce output messages it speech output mode

is enabled.

Before discussing the control structures of the two i

processes, 1t will ©be useful 10 describe the ofperation ot
the IPCF facility. IPCF was needed because the model coulid
rot be 1implermented inr a single process. UNIX provides a
"sleep” system call [Ret. 2@] that allows a pregram to sleep
for some time interval, i.e. until some network event is to
be executed. The only ccndition that will wake the rrogram
from a sleep 1is the passage of the timre interval or a
o special type of software interrupt known as a signmal . A i

program cannot simvltaneously sleep and accept TTY input;

conversely, a rrogram 1io TTY 1input state can’t be
interrupted fer a time-out. This situaticr necessitates
i that corrand input and event execution be handled separately
by difterent UNIX processes. The rprocesses, althouvgh
operating asynchronously, do need some way to excharcge
infcrmation. The 1typical way for processes to ccmmunicate

in UMIX is by use of the pipe” mechanism. Use of a pipe

f - requires synchronization tetween the cooperating processes,

i.e. one process b&s to be ready to read what the other

writes on the rire. A pire, theretore, doesn’t really solve
ihe original problem; it only changes its form. What we did

was implement a primitive torm of interprocess comrunication
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that allews the processes tc run asynchroncusly, but still
exchange information.

The aprroach that we adopted was 10 use disk ftiles
as mailooxes written by the sending process and read by the
_destination. we used disk files beceuse the UNIX Large Core
Bufter Area (LCBA) facility which alleows preocesses to access
cormon main merory was not implemented on the NPS UNIX
system. The system was designed strictly for use by the
ChNCC moael and no attempt was made to introduce much
generalivy. IPCF 1is made up ot three FORTRAN subroutines:
SNDMSG, RLCMSG, and CHEMSG. SNDMSG writes the message to a
disk file named XPCF###, where ### 1s the Process Identifier
(PIZ) of the destination process and then sends & signal to
the destination gfrocess. Reception ot this signal causes
the destination prccess to interrupt 4{ts curreat activity
(usually sleep) &nd execute RDMSG which reads the message
frcm the disk file. CHKMSG is a routine that checks fer and
reaas any messeges that might have arrived while the
aestination process had disabled IPCF imterrurts, <tyrically
when performing non-interruptable activities such as 1/0.
IPCF provides double~buftering and is, thus, tull-duplex; in
practice, however, it iIs typicelly used to rass messages in
only one direction.

The baslc control stiructure cf the parent process
(cncc) 4s shown in Figure 16€. The program is event or

cormaad-driven, i.e. it runs only 1ia response 10 network
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events or operator comrands. EVCEK and EVCMD both call a
single dispatching routine (PERFRM) which calls the
appropriate hardler for each event. Events that require
operator action, e.g. IMP DOWN, are executed 1like other
everts but after execution g0 on a special table called the
Pending Action IList where they remain vuntil the correct
cperetor response is reccgrizea.

The centrol structure of ttyin (see ¥igure 17) {is
even Simpler. The program’s sole function is to accept
valid comrands tror the Sumrmary TTY and send an IPCF message
to cncc for each command that it accepts. The only thing
that complicates tiyin is +1vhe requirement that input be
vnbut?ered, 11l.e. character—-by-character rather than a line
at a time. In normal UNIX TTY I/0, the system buffers a
line at a time and performs certain lccal editing functions
such as recognizing special characters as delete~character
and delete-line tlags. To accurately simulate the Summary
TTY interface, ttyin must exarine each character as it is
tyred and, coasequently, must perform its owa local editing
.see kigure 1&). To do this, ttyin must operate in what, in
UNIX parlance, 1is called RAW mode, where each character is
passed as typed to the applicaticen program. The handler
interprets ctirl-h as the rubout character and ctrl-u as the
celete~line <flag. When processing the arguments of a
cormand, thée handlers recognize the sentinels and escape

characters as detined in Reterence 3.
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¥igure 16. CNCC Process Controi Structure
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2. Data Structures

APPENCIX B <contains a complete list of the
farameters and glotal data structiures used ia the rodel. In
this section, we will examine a few of the more importaent
ones since ftariliarity with <their contents and access
methods is a prerequisite ter an understandirg of some of
the program logic that we discuss in the next section. For
better scfiware management, all the glcbal data structures
are aefined external to the executable code itself and are
bouwrd to the routines at conpile time by use of the INCLUDF
macro. This insures that each routine has an identical copy
of the COMMON tlocks it needs and eliminates the hara-to-
find bugs that arise when 1t1his 1is =nct the case. This
technique aiso makes it easier to change the rrogramrs, bdoth
during development and later during cperational use.

For much the samre reason, we made extensive vuse of
the FORTRAN FARANMETER statement to detine I/0 units, array
sizes, lengiths ot array entiries, and other program

ccpsiants. This 1improves prcgram readabtility and, mcre

" irportantly, simrplities the task ot software maintenance.

kcr example, tc iancrease the number cf events that the model
can support, it 1is c¢nly necessery t0 change the value
assigned to one of the symbolic constants (MAXEV) and
recompile the program. 1In the discussions that follow, we
shall ftrequently retfer to thbese rarameters both by sjrbolic

nare and by the constant value that they are assigned in the
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current version of the programs. For clarity, we will
rerresent variable and parameter names in urrer case, even
thcvgh they are in lower case in the actual source files.

The most irportant data structure in the model is an

array that hclds the 1list of pending netwcerk events. This
array (EVENTS) consicsts of four-byte entries, one for each
future event. EVENTS 1is an ordered queue to which events
are added in decreasing order of schedvled tire. Thus, the
last entry on the 1list s alwaﬁs the next event to be

scheduled. An event entry contains the code for the event

(EVCCDE), the event subcode (SUBCOD), and the time (in
e seconds since the start of the program) when the event is to
ﬁ : A occur (EVTIME). The event codes are the ones listed in
i Figure 137 the event subcode will normally be the numrber of

sore network compomnent such as an IMP or line, The

following entry would trigger a message 'IMP 2 is down" at

127 seconds atter the start of the program:

EVCOLE SUBCOZ EVTIME
11 < 127

Associated with the events list are a aumber of other global
3 variables. NEV is the nurbder of events on the list; TFNE is
;. the time for the next event to occur, i.e. the EVTIME for
the 1last entry on EVENTS; anda TINE is the time uvntil the
next event, ccmputed by subtracting the current time from

TFNE L]
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Sore events, tor example the "IMP DOWN" message,
establish conditions that require interventicn by the
Network Controller. Suchk events are entered on the pending
actions Llist (PAL) «until the correct operator respcnse is
roted. When ar event is pernding, the program will repeat
the associated ouput message every 6@ seconds until an
approprlate operatcr resporse 1ls precessed. PAL 1is an
vnordered array of four-byste entries structured identically
tc EVENTS. An entry remains con PAL until some appropriate
operator action resolves 1it, at which <tuime an entry is
written in the model’s log ftile (cncc.log) giving the
EVCCDE, SUBCOL, and the time in seconds that the entry was
on the PAL. This file can then be analyzed to see 1if
daifferent operating modes have any effect on operator
response times.

There are several data structures used by the volce
cutput software. The two that have the most significance to
the user, since their contents can be chaanged at run tire,
are two parallel arreys that asscciate network events with
nares of files where trhonere stirings for voice output
messages are stored. The first, VOMID, contains two-byte
entries that aenote the EVCCDE and SUBCCD for the current
event. These are ucsed as an index into the second, VOMSG,
which contains expression identifiers used by the voice
cutput scfiware to locate the correct phcneme string for

each message. These arrays, built from data in the disk
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! tile cncc.voc, can be modified by the user with any of the
UNIX text editors. Figure 1Y shows the contents of the file
as it existed at NPS during tbe development of the model.

The comments in the file describe the structure and contents

e L PR
il o i k..
L el e ana e e P

of each entry.

There are tive tables used to represent the topology
and status of the CCINS Il network. ISTAT uses a single
byte to denote the status ot each IMP in the network using
the standard status codes described in Secticn III. LSTAT

rertcerms & similar role for the subnetwork corrunication

lires. MODLNS has the same structure as the topology tatle

'5§ ot the same name in the actual CNCC (see Reterence 3 ftor a

description). VHIMP and VHNAM contain one entry fcr each

? host in the network. A VHIMP entry contains the npurber ot

i - the IMP to which the host ls connectedy an entry in VENAM

| contains the name ot the host in ASCII. The network tables

are initialized at the start of the prcgram by reading them

from disk. LSTAT and MCDLNS are in the file coins.net;
ISTAT in coins.imp; and VHIMP and VHNAM in coins.hest.

There is only one important data structure wused by

4 ttyin, a table defined locally in the command handler. CMDS

2 is a table that contains a four-byte entry for each operator

4

cormand. The first byte is the number of characters in the

- | command; the remainder contain the characters in the command

2 roeronic.

R !
b |
,;
E !
|
“:

1

B R e T e 2 |1 AR o R S P NICS SRR A T

Skt ety o 3




irpdn##
linb##
linp##
linm#s
lerc##
irel##
linup##
linlp##
lindn##
bhdc##
trap##
crash##

cc
nn
name

I 3 OH K KO3

CC nn narme##

G Gud G pam D Gl b b P Gy gl G

rigure 19. Contents cof Voice Messeage Contrcl Fkile

imr ## 1s down

line ## is down

line ## 1s down rlus
line ## 1s dcwn rinus
imp ## errors corrected
iny ## reloaded

line ## 1s up

line ## 1< looped

line ## down

"imp ## bd hst cksum

imp ## trap
imp ## crash

general fcrmat fer an entry

event code associated with the message
specitic msg nr within thls event

generic file name for this message

#% 1s component nurber tor this instance

actual file rame 1s the concat of name & Val(##)
program builds actuel file name using current
value if subcod.




3. gasic Event Handling Logig

CNCC is entirely event-driven in the sense that |in
the absence of evenls to execute, it would sleer forever.
The mcdel adoptis - very gemeralized definition of “event ;
any stirulus, whether internal or external, is considered an
event under this definition. At the execution level, the
event bhandlers pertform their functions without regard to
whether the stimulus came frcm lnside the tprcgram or from
the Network Controller. For purposes of dliscussion,
hcwever, we can categorize the eveats 1intc three bread
groupings. In the first group are those events that are
scheduled autoratically, either at initialization ¢time or
auring operation; in the second are the responses to
operator commands; and in the <thirda is a hybdbrid set of
events that combines features of the other two.

The first set consists essentially of those nmnetwork
events shewn in figure 13 with the additicmn that certain
surrary reports, ustally produced only on derand, are
scheduled at the start of the rrogramr anmd later Outpul
automatically et the proper 1tire. This 1illustrates the
separation ot the scheduling from execution that irmparts a
great deal of generality t¢ the event handling routines.
Typically this first set ot events involves error conditions
in scme network component, such as an IMP, a 1line, c¢r a
hoet. At the start ot the program, an event is scheduled

“cr each network corpcneat. When this event 1is later
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executed, a Dnev eventl is selected and scheduled. Both the
specitic event and the +time tor <the it 10 occur are
determined by the vuse of HMonte Carlc techniques. The
rarticular event is selected by corparing randor nurbers
froem a unlfcrm distribution against a table that gives the
curuvlative probability distribution for the events of ea
corponent tuype. There are serarate tables tor IMPs and
lines. The program makes the assumption thet the time
between component tailures is distributed exponentially with
scme mean time between failures {(MTBk) as the distiriouticn
rarareter. MTBFs are detined separately for IMPs and lines
ard can be adjusted at runtime by changing the values 1p the
file cnec.ini. The UNIX system only generales random
nurbers from a unifcrm(@,1) distributicn. The program
transforms a uniformly distributed random purber (y) to an
exporentially distributed aumber (t) by the torrmula

-le(y)

MIBF

Analytic justification for this formule is presented by

- Gordon [Ret. 21: pp. 15¢-153].

Operator ccmmands are executed om derand so there is
norrally no scheauling ftunction to pertorm. Typlcally, the
pregram will respond immediately to operater 1interrupts by
pertormiag some tunction and displaying the resultis onm the
Summary TTY. For certain 1tyres of events, thcse that

require some time period to corplete, a aifterent strategy




is required. The best way to descrive this stirategy 1s to
consider an examrple.

Assume that you are the network controller amnd jyou
want to serd some local tile tc another COINS host, say
SCLIS. 7You would ivype or sipeak the rprorer cormand and
suppcrting parameters at the Summary TTY. At scme time in
the future you would exrect to receive cotitication that the
trarsfer was successful .cr perhaps unsuccessful;. The time
to complete the transfer is a functlion ot three variabdbles:

the size of the file, disk trans®er time, ard communicaticns

transfer time. The fprogram first determines a figure for

the size o0f the *ile (in 512-byte blccks) using a numoer
from a uniform(19, 120) distriobution. Then, using constaent

values tor average disk trasster tire (5¢ ms) and

cormunication throughput (S@K bits/sec), the Frogram

3 corrutes a value for average traaster tire. This value is

then used @as the mear of a norral distribution whose
standard deviation 1is afprroxirated as 2¢% of the mean. A
| uniform ranaom number is then genereted and transformed into

~ tais norrmal distribution using aan algorithm described by

$ Gerden [Ref. 21: pp. 15€-159]. ]
This nurter is then used as the time to schedule the
ccerpleticn of the event. The corpletlion event uses the same %

event code as the original operator command, in this case

EVCODE 3I; to distvingulish between the two states, the SUBCOD

tiela is wmade negative. Wwhen the event hendler 1is <called,

1¢2
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it checks the SUECOD and, if it is negative, knows that the
event has been completed. It will <then cutput the
appropriate message. This same logic is used by a numbder ot
routines in the model, specifically the handiers ftor the
Durp, RELOAD, SEND, and BDCST comrands as well as the event
handler for the VIRTUAL-HCST~DU¥XN event.

8 4. Voice Cutput Software

There are two parts to the volce outputl softwar2
| developed tor the mcdel. These parts correspcnd to the two
steps involvea in producing synthesized speech. The first
L step 1ir the process is tc¢ ccavert the desired message text
3 into phoneme strings that are recognizable by the
ssuthesizer. The second 1is the recall and use ot these
; strings as required by aon application prcgram. In a direct
u text-ito-speech system these 11wo siers would be rerged; we
prefer to think ctf them as distinct operaticns
! The first stage of the process is supported by an i

interactive text-to-speech rrogram called mll. This frogram

i b SE o Lo

accepts English text strings from the terrminel, <converts
ther 10 ctrhoneme sequences, stores the sequences in a disk
tile, and serds tkem to the synthesizer to be spoken. TLe
program then alliows the user to iteratively refine the

sequences using a full-screen text editor. The user can

selectively tune the output stirings by adding, deleting, or

= changing rhoneres or modifying rate and inflection 1levels.

Usually after a few iterations, the result will be fairly

123

el et R A . 55 T i A e Sl . e - B
.. s !

—
EPRETOr I Ry

e —————— -




PG AL s

A it

s 4
S puiih Xl

i

1‘

fi
|

intelligible spreech that can be reproduced by an application
program,

The text-to-phcneme ccaversion routines were
originally developed for the VAX-11/780 at The Naval
Undersea Systems Center (NUSC) in Newpert, R.I.; they were
converted to UNIX F4p by the euthor. The conversion
algerlithm uses a set ¢f rules that maps letters, syllables,
or words into strings of phonemes. The ©particular
irrlerentation surports the VOTRAX ML-I; the design,
however, is device-irndependent, since the text-to-phoneme
conversion is achieved by a two-stage transtormation
process. Text is first ccnverted tc phcnere sequences frcm
the International Phonetic Alphabet (IPA&) which 1is an
acceprted standard of linguists and phcnologists. A second
routire pertormrs the device~dependent conversion into the
ML-1 pheneme codes. It is likely, then, that the prcgram
would be ftairly easy to adapt to other voice output devices.

Each cutput message 1s assigned a wunique name of
seven or fewer cheracters. The messages are stored in
separate disk files t¢c facilitate eciting and recall, e.g. a
ressage named crash 1is stored in a tile nared "crash.rll.”
A livrary ct FORTRAN-callable subrcutines allcws application
programs to recall and output these ressages on derand. The
medel uses the VCMSG table, described earlier, tc select the

nare of the desireda message and send it to the synthesizer.
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E. PRELIMINARY RESULTS
Our intention in building the CNCC model was primarily

10 create a trainiog and learning vehicle that might help us
better urderstand the CNCC applicatiorn and the possitle
utility of voice technology. We were not looking to develop
a fcrmal method fcr quantifying this wutilivy. The «cnly
variable that the prcgram atterpts 1c reasure is the time it
takes Yor the Netwcrk Controiler 10 respond t¢ certaln
events. As we noted earlier, a formal evalvation experiment
was BoOl & part ot our overall strategy. Desrite this, we
decided to use the model to obtain some idea of the way that
citfterent input and cutrut modes atfect creratcer response
time arnd rroductivity.

The rethodclogy that we adoptied was 10 rupn the model for
aprroximately two-hour perioas under three ditfterent
environmenis. e Iirst ran in a mode where input ccmmands
were 1yped marvally and alert messages were displayed on the
Logger TTY, accompanied by bells that tunctioned as audible
alarms. Next, we used the same cutput mcde put spcke the
cepranas 10 an automatic speech recognition device rather
thar typing them marually. <finally, we added vcice output
to this configuration by sendiag the alert messages to the
t\L-1 speech synthesizer to te spcken alocud. W%hile the mcdel
was running, the author, fplayisg the role of 1the Network
Centreller, wcrked on a parallel task a short distance from

the Summary ana Logger 1TTYs. (This parellel task was,
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incidentally, the proauvction ot this thesis.) ¥hen the rmodel
issued an alert that calied for cperator action, he would
issue the appropriate commana by either tyring or speaking
it, dependlng on the particular operating environment.

The results, in terms of operator response tire, are
surmarized in figure Z£2. As tne results show, there was a
draratic reduction in average response time when we replaced
typed commands with spoken ocnes ana an adaitional, but less
draratic, reduction when we adaed voice output. The “amount
¢t variapility in response time, as measured ty the standard
qeviation, follows & similer pattern.

Perhayrs more meaningtul would be scre indication,
Lowever subjective, of tkhe effects c¢f the different mecdes cn
rarallel-task rroguctivity. In the (tirst scenario, very
little was eccomplisheda c¢n the parallel task since the
orerator seemed to be constasily woving fror his text-
editing werk staticnm tc eitvher the Summary cr the Lcgger
TTY. The actual duratvioa of a tvyrical iasterrurticn was
senerally tfairly ©borief. The eftect, however, was usually
ruch more significant since the time would te long enough t0
catvse the cperatcr tc lose his train ¢t thcught bty the time
he returned to the tesk. In the second ofperating wmoae,
response times were substantially tetler;y tut the
irproverent did not cerry over as much to the parallel tesk.
Tahere was still a need to wailk to the Lozger TTY anrd read

tke ealerm messege tefore 1issuing 1the troger recevery
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OPERATING NUMBER OF RESPONSE TIME
MODE RESPCNSES MZAN STD DEV RANGE
1 35 3E.E 26.7 £-138
2 54 1z.8 16.5 4- 72
3 3€E 8.€ 11.7 2- €8
OPERATING MODES
1. Manual input, printed output.
2, Syeech input, printed output.
3. Speech input, speech output.
‘ j Figure 2@. Cperator Response Times (in seconds) %
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cormrand . In the third sjtuation, the interruptions seered
to have much less c¢f# an ettect. There was nc need ¢cr the
cperetor t0 move awey from the terminel where he was doing
his text~editiag. He could hear the error rmressages and
could quickly fcrmulate a response, Speek the appropriate
corrective cormand, and returan to work.

These results must cervainly bve viewed with a cauticus
eve. First ot all, since Bno tormal experirent was
conducted, even the quantitative results lack the sclidity
of those that resuvlt fror & controlled and replicatea
exgeriment. They rermit no interence as to the statistical
significance «c¢f any ¢f ithe varlaole facters. Secondly, the
subjective comments or parallel-tasg rfroductivity have to be
conslidered wunsutstantiated coservaticns £rcm Q@ pessitly
piased source, i.e. the autkor. Lastly, it is not certain
that tfaster respcnse.time and tetter parallel prcductivity
ére, 0y themselves, all that 1important. The hNetwerk
Contrcller needs tc respond quickly tc netwcrk events, tut
is tkere really a substantive citterence between 3E seconds
and €& seccnds? Is cverall COINS cperation siznificanczly
irproved by suck @& response-~tirme reduction? Irproved
parallel prodrctivity implies that cverall operater
effectiveness will te 1increeased, but 1is the irproverert
cutticient 710 justity the cost ot the voice technology?
These gquestions cannot be answered by merely running & model

and examining the results. They require a caretul
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management appralsal befcre a decisicn can be reached that
voice technology 1in the CNCC i{s or is not cost-effective.
Precumably, the principal vaiue o¥ the CNCC mcdel is that it

can play a useful role in that assessment.

1¢y




VIi. APFROACEES TO IMPLEMENTATICHN

A. GENERAL

Having deronstrated both the arprlicatility and the
teasibility o¢ voice technclcgy in the CNCC, we turn necw te
a discussion of how this technology mright ©be installed 1in
N the existing WNetwerk Ccntroi Center. In this secticn we i

will concsider ©both the arrroximate cost and the stegrs

[; invclved 1Iin 1implementaticn. Althcugh we will examine the
]

rerits ard shortcomirgs of existipg systems, we stop short

¢t recommending the hardware ct any specific manufacturer.

The commercial rarket for voice technology 1is highly

vclatile and the system that seems the best chcice rcw migat

not be best in six months. If it is decided t0 go ahead

——

f with velce 1input ¢r cutput fer the CNCC, a comparisen that

exrlores the tradeoffs between cost and capability will ©te

Rl geiiid o oo

- necessary bvetore tuyiang srecitic hardware. Presurably, the

1iscussions in tkis section can serve as & sterting point

tor this etfort. The ultimate aecisicen on the utility ot

[
i
-~ o

vcice techrclcey will,et ccurse, bve rased ¢n 1its coct-

etfectiveness to the CCINS precject as a whole.

Vcice input and cutput are related tut, ir mary ways,
entirely aitterent techrologies that raise dittferent
irplementation questicns. %we will therefcre address them

sepérately in  this section. we will first look at the

112

PR z ERPNENT S0 gt B asypey




irplerentation ot Autoratic Sreech Recognition, where we
have accumulated a pocd deal of experience ard where
irrlementation is streight forwarda. We then rove on tc the
rurkier area of sreech output where we have ruch less direct
experience ard where implementation is more invclved, with

a number of different strategies availetle.

| B. VCICE INPUT

1. CNCC Voice Input Requirerents

Instaltlaticn ot ASR devices is sc simrple as toc mMake ]

the term “implementation” sound a little pretentious. All

that is iavolved {s ccnnecting the reccegnizer <tc tae hnest

(in this cese the CNCC) vie an RS-222 interfece, develoring

and training the vocatulary, and prcceeding to use the

i sy g

system. The vocabulery that we used to test the CNCC model

can serve as the basis fcr tuiiding the one t¢c be wused 1in

actuval operetion. The mein rprodblem 1s in selecting the
rarticular systver to use. This process, nct csurrrisingly,

invclves the classicel tredeoff between ceost and caerability.

e e

Cur experience °tCc date suggests that a sreech

vt
A Uy

reccgnizer wused in the CNCC should bnave 1the follcwing !

riniral set ot teatures:

s i e

-- support a vocabuvlary c¢¥ at least 1€2 utterances;

-- be able to orerate in a moderately noisy environrent;

-— suppecrt a wireless transmissican capablility; and

-— have recogrnition accuracy ot over $5%.
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The test vocabulary that we used with the CNCC model
contains abcut < utterances. At least thirteen c¢? these,
bowever, would not be used in the CNCC in actual operation.
Txarples include: "“Step the Mecdel”™, “"Change directery te
CCINS” and several others that were included wmore ftor
convenience thar cperaticnal necessity. Ye 4id nrnct
irplement the entire set of CNCC commandas in the model and
there will te a numrber. cf vtterances that we will
undacubtedly wart to add. 4 1€d-utterence vocabulary shonrld
te viewed as a lower-tound; 150 or 2¢¢ right bte really more
practicel to allow for vocabulary exparsion.

Comruter centers always generate some arount of
backgrovnd noise. The varging of printers, the whirr of &sir
conditioners, and the orening and closing ¢t doors arnd
areawers are heard routinely in any AIZP operatiors erea. It
is recessary, therefcre, that the speech recogcoition syster
use sore techniyue to filter out the unwented teckgrouvnd
solse. Usually this is accorplished by use of a stecially-
designed ncise-cerncelling micrcrkone.

As we pointed out earlier, the hetwork Controller is
freqrently away <rcm the Svummary TIY censecle. It wovld be
inccnvenient for him to return to the ccnsole to enter voice
input ccmmands. It would be equalliy inccnvenient, as well
as tnsate, 10 use a headsetl with wires trailing back to the
voice input urit. There 1s a definite requirerent,

theretore, for some typre of radio transmitter to Dpess

11z
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sigrals ¢rcem the micrcphone to the recognizer. This will

permit convenient and safe operation at some distance from
the Summary TTY.

A reasonable level of recogniticn accuracy is
essential for successful operational use. To be beneficial,
speech reccgnition shculd reduce tae number c¢® irput errers
thet would occur if comrands where entered menvally. &
nurter of manuvfacturers c¢f mcderately-priced recognrnizers
ddvertise recognition retes in the YEX range. These figures
can be misleading, hcwever, tecause reccgniticn accrracy is
very much a function of vocatulary desigr ard experience of
the users. Marketving brochures, theretore, should be looked
2t rather carefully, the ©best guarantee c¢f recognition
accuracy being a test with the desired vecatulary. Based on
experience with the CNCC model, there should be little
prodblem in attaining an accertable accuracy rate with
several c¢? the reccgnizers avalilable tcday. 11t is whern cne
vegins to look for error rates of 1% or less that the slores
cf the ccst curves tececme very steep.

Several authors have commented on a&n iateresting
tehavioral rtphenomenon exunitited bty recple beirz introduced
1o voice input for the first time. UUsers eare much more
critical ot voeice inprut errers than otf errors in itypiug.
Pceck [Ref. €: pp. Z21-22) ncted that when he dercnstreted
various sotrtware iroducts at the Naval Postgraduate School,

users eécecepted his frequent typing errcrs 2s @& matter cf
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course. However, 1if he rmace oane error while using volce
input the view cften expressed was, veice 1irpput is nice,
but it’s obviously not pertect and has a long way to go."
While we obvicusly want an ASR system tc be as accurate as
possible, we should guard against adepting a double
standard” between speech and typine.

2. Possiole Voice Recognition Systems

In examining alternative voice reccgniticn <ystems
available in tke commercial rarket, we focused on what could
be considered the niddle range of voice recogrition
prcducts{rcughly $8,20¢ t1c $20,20¢ *or a suitably equipped
systemr) and tended to ignore systems at either end of the
Erice spectrurm. Scott Ipstruments, Yor exarrle, markets a
corplete voice recogrition syster {the Vet/Z2) that runs with
either the Arple II or the TRS~-8¢ ftor about $Y2Z [Ret. 22:
p. 12€]. The eviaence so far suggests that the Scott
recognizer and the oher Jlow-priced systers do not mreet
either the vocabulary size requirement or the acceptabdle
accuracy level. At tkhe high end of the spectrum, Verbex &rd
Nirron Electric both manutacture systers with excelleant
accuracy ratings thet éare designed to héendle 1lirited
connected speech. These systems retail for c¢ver $€5,0¢¢,
however, a price that cseerms much too expensive for the CNCC
arplication,

c¢ the marny cemmerclially avallabdle speech

recognition systers in the desired price renge, there ére at
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least two that rrormise good surrort tor the CNhCC
application. These are the Threshecld T-€0@, ranvfactrred bty

4 : Threshold Technology of Delrarn N.J. and the Interstate VEM, |

prcdvced by Interstate Electrenics Cerporaticn of Anaheir,
Ca. The reader ray gaino sorme insight into the raridity of
change {n the vcice technclcgy market by the fcllewing item.
Wher this section was tirst being drafted, there were three
systems that seemed tc¢ have fctential for the CNCC
arrlication. Wwhen the author rhoned the third (usnnamed)
corpany ¥cr informaticp, he was lnfcrmed that the compary,

previously regarded as one ot the leaders ir the trield, was

ro lornger making vcice recognition equipment.
| The Threshold-€@@ was the voice recogrizer used with
the CNCC mcdel in the NPS latoratcry. It was qulte easy te

use ard performed very reliesbly. The T-€00 system is made

up o0¢¥ a Shure SM-1¢ ncise-cancelling micrephene, an Ann
?‘j Arbor large character display and operetor console, & tepe
cartridge unit, an analog speech rrerrocessor, an ISI-11
microcomputer, end a serial RS-232C compatible input/output
interface. An  FM wireiess traasritter is availatle for an

additional charge of about $E502€0. The recognizer will

S

I | accept as many as 256 discrete utterances of up 1o two

seconds in duration. A peuse of at least 120 wms. {is

required teitween Litterances. The rprocessing tire 1to

— v ema m e —
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recognize ean utterance depends on the size of the vocabulary
but will usuaily be no more tham 25¢ mrs. [Ret. 23]

In terrs cf performance, the T-€0@ i< conre of tke
best in the [ftileid. The tounder and PFresident ot the
company, Themas B. Martin, is cne of the picneers ir
qeveloping practical speech recognition systerws. The
ccrrany has a wide and varied customer base and its prcducts
have been used in almost every conceivable application. 1In
addition, the T-62¢ has beer used ir several 1intelliigence
ana Comrwand and Control contexts and the exrerience gained
from these orerations shculd be transferable 10 an
application svch as the CNCC. All in all the T-€020
represents mature technclogy trom a statle and experlienced
corrany. The principal disadvantsge of the T-€00@ i{s its
*airly high cost 1in comparison 10 some «c¢f the other
recogrizers on the merket. A fully equipped T-€2€, with the
wireless FM transmitter, will cost 12 the neightorhood of
$15,000.

The 1Interstate Voice Response Module (VRM), by
contrast, can be purchased for as little as $5,e¢¢,
derending on the ortions desired. The corrany does rnot
explicitly advertise an FM transmitter, but assuming tret
one were available at a rrice ccmraratle 1o that ot the
Threchold wireless system (atout $£,000), the tctal cest o*
an Interstate system would be roughly $10,02@, adout E2%

less than fcr the T-600. The Interstate Veice terminal
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(Voterm), combines a keypoard, displey, 48K bytes of Rendom

Access Merory (RAM), a Z8¢ microprocessor, and a l@#M-bpyte
floppy-disk drive. The Voterm will recognize up to 1989
speaker-dependent discrete utterances. An additional
featvre worth noting is @ boara (available for about $1220)
that provides a voice resronse carability. The board, which
uses VOTRAX’s SC-21 chip, supports S@@ wcrds stored in
rerory and the ability to fprogrer about 10¢€¢ additional
woras.

While it rossesses scme attractive and vrvotentially
useful features, the VRM dces have at least twc pcssible
arawbacks. First, the 129 word vocabulary ray leave
insuvtficient recem Ycr expansicn and might net previde encvgh
phrases for the CNCC operation. Second, there 1s 1little
exrerience within <the (3 cr intelligerce ccmmunities with
the VRM. The author did visit an experirental effort ot
NASA’s Ares Research Center that used the Icterstate Voterr.
Fowever, this particuler effort used & very smell vocebulary
(only tour words) and thus it is hard to draw a corrarisca
with the CNCC where a much larger vccabulary 1is recuired.
The NPS Human Factors ladoratory has plans to purchase a
Voterm this spring, and their exrerience may help us 1o
evaluate the utility of the Interstete VEM in the CNCC.

S. Pctentlal Areas cf Concern

Most of cur discussiorn in tkis thesis has emphasizea

the positive asrects otf Automatic Sreech Recogritican. There
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is no question that we believe it to be a technigue tket can
assist the Netwwork Controiler ia performing his duties rore
effecrvively and ccnveniently. Ncnetheless, as with any
techreology that introduces funcameantal changes in operating
prccedures, it is not withcvt scme risk. There seem tc be
two 1issues that shoula be carefully considered before
rroceeding with installation of a sreech recognition syster,
e willl discucs each c¢f them bdriefly here, but they cleerly
warraot turther coasideratioz by the CCINS PMC and CNCC
ranegement.

The ftirst question concerns the use c¢ voice
reccgniticn ¢ty mecve thar cne speaker con each shift. As we
have discussed elsewhere in this thesis, voice recognition
systems are speaker-dependent and must te trained by each
user of the system. 1In other words, each Networx Controller
wculd tralr the system with his veice patterns and then
store these patterns on & sméll cassette. At the start of a
chift, the Contrcller wculd read the cassette irto the
merory of the recognition system (which takes 1less then @
rinute) and would thea be ready to issue voice cormands.
This ecenarioc presumes, Lcwever, thet crnly cne operatcr Dver
shitt will wuse the voice equiprent. If this assurpticn is
ret valid, scme altierrate prccedure will have te be adopted.
Cne gpossibility, it the vocabulary is srall encugh, is to
train mcre than o¢ne cperater on 4 <single tape. Thie

aprrcach has been tried informally at NPS and appears
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rremising. Depending on the size ¢t the vocatulary and the

ingenuity wused to design it, we might be able to store as
rany as three sets of voice rpatterns on a single tare
cassette. The prcblem is nct insurmountable; it simply has
t0 be addressed bvefore voice recognition equipment 1is
selected and installed.

The secona concern sters fror the fact thet our
study ot the CNCC was ccanducted second-hand at a distance of
2020 miles. We have attempted tc digest ard understand all
the operating procedures tor the CNCC. We are not rnalve
enovgh to believe, however, that manuels of operating
rrocedures always accurately mirror the oreration that they
purport to descrive. Fcr many ¢¢ the situaticns that arilse
in the COINS II network, the C(NCC operators manval
prescribes alternative courses <c¢¢ action. Fcr example,
corrective procedures can often be initiated fror either the
Surmary TTY using the CNCC cemmand language or the Master
IMP wusing a difterent set of commands. Cur analysis aand
subsequent mcdel have made the, perhaps simplistic,
assurption of a single data entry point —=- the Surmary TTY.
Te¢ the extent that this assumption 1< reascnable, a single
voice recognition device will be weorkable. Again, it may be
possitle that the convenience oftered ty voice reccgniticn
right cause the procedures themselves to bhe modifiea <o trat
the assurrtion of a sinegle comrand eatry position would te

mere reallstic., We raise these quecticr merely tc z2enerate
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thought and discussiorn so that they ena any other questions
that ray arise btecause oY the installation of a voice

reccgnition system can be resolved as early as pessitle.

C. VOICE QUTPUT

1. General
with voice recognition, there were really no
irrlerentation 1issues other selection of the best equiprent !
at the lcwest cost and the need fcr careful planrning. Fer

this reason, we focused cn requirerents and the different

capatilities ¢t twc pessible ASR systems. 'Wwhen we gfurn tc
the output side, we encounter a difterent prodlem. With

cutput, the requirements are simple and can te satisflied

with a whole range of relatively inexpensive preducts. Tle
rrotlem that arises concerns the way that a voice output
qevice i1s cornected to the CNCC. As we noted earlier, volce
cutrut 1is software-intensive. The fundarental design
question, then, becomes one of where tc locate this csofiware
to minirize the ccst and overall impact. We are ircterested
less ir particular ccmmercial preductse than in the broader
issue of irplementation strategy.

There are coly twc ¢undamertal requirements c¢c¥ a
voice ouvtput system in the CNCC. First, 1t should be
capable c¢? producing speech cutput #frcm prestored messages
that 1s 1invelligible 1t0 someone who is farmilier with the

output vocabulary. Second, irplerentation chould rejuire no
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majcr scftware c¢r hardware mcditicaticns tc the exicsting

CNCC, and preferably none &t all. There is ro requirement
Yor a real-time text to sreech capatility. Ncer is there
ever a need for human sounding” speech. A voice Outgput
alarm would be in additicn te rather than a replacement fcr
the Logger TTY. Even if the voice output messages were not
rertectly 1intelligitle, the system would still re at least
as good as the existing one. we do, 0of course, want 1o get
the best system trossible witbin sore cost range; it can,
Lowever, be effective even if voice quelity 1is not the
highest. Veoice response systems are availatle on the rarket
“or prices as lcw as $40€ up tc mcre than $10,2¢¢, with mest
under 5,00¢. Based or our vunderstanding c¢f& the CNCC
cperation and cur experience with the CNCC redel, we see no
reason to g0 atove the middle range.

We will ccnsider 1three alternative implementation
strategies. They differ mairnly 1in the locaticn of thre

text-sreech sottware and iz overall flexitility.

a. The veice ovtput terminel functions as an
unintelligent rerirheral device connected directily tc¢
the CNCC computer. It per®orms nc ccmputing furncticns
other 1them the conversion of the rhonerme stiriags to

cutput speech.

b. The voice output device 1is a stand elore voice

respoase computer that weculd accept ASCII-ccded




character strings from the CNCC and transform ther to

volce outrut messages.

c. The synthesizer is a sleve periphkeral, as in the first
strategy, but its host corputer is not the CNCC but a
general-rurpcse micreccrputer that wculd handle the
text—-speech transformation and cther corputing

functions.

In this thesis we are mere concerpred with overall

system architecture than with evaluvating specitic comrercial

prcducts. In the discussicns that tcllcw, hcewever, we hLave
found it necessary to establish some benchmarks so that we
can ascribe approximate costs to the differert alternatives.
For the (first and third alternatives, our benchrark system

is the VOTRAX Mcdel SVA synthesizer manutactured bty Tederal

Screw Works ot Troy Michigan. The SVA 1is an irrroved
3 versicn of the ccmpany’s pcpular “Type-'K-Talk” text~to-
- speech converter. RBoth use the VOTRAX SC-21 syathesizer

chip, but the SVA has four times as much memrcry ard tetter

bl S g

contrel over speech intlection; it costs about $2,08¢. The

VOTRAX ML-I, whick we used in the CZ lac, dces not seem t.

troviae encuvgh extra capability to warrant its $12,2@0¢ price

Y ‘vr 2 v
S P NP

tag, at least as far as the CMCC applicaticn {s ccncerned.

For the second option, our benchmark systerm {s the SLC-II

Intelligent Ccmmunicaticns Cortroller manutactured by

‘ Cigital Pathways Inc. ot Palo Alto, Calitforpmia. The SLC-1I
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is a stand alone computer with volice cutput capabpility

built-in; it sells for about $2,220.

2. Slave Voice Output Peripheral

This design approach, which is the cne used for the
CNCC model atv NFS, views the syntheslizer as a btlack-box
whose sole function is to convert phoneme strings output by
the host computer into intelligible sreech. Figure 21 shows
the synthesizer connected to the Logger TTY in what s
reterred 10 as a Shared Channel Contiguration (SSC).
Alternatively, 1f there were a sufficlent nurber cf seriel
intertaces, the synthesizer and the Logger TTY could te on
separate RS-Z32C data channels. The ©burdern of scmehow
generating the rhonere strings 1is torne by t1he host
computer, in this case the CNCC. ¥e shculd ncte that the
SVA does have tairly good text-to—sreech caratility that, in
thecry, would mean that it could translate the erxlstineg
Logger TTY messages directly to speech. While we recognize
this possidbility, it does not seem that this alternative s
very practical. For one thing, text-to-speeck #lgorithms
are not pertfect and, besed on our exrerience, the resulis
will prcectably net te <atistactcry. ZEnglish ls net regarded
as a very rhonetic language anda text-to-sreech syanthesis ty
rule might cause the word "IMP" to be prcmcunced " Eye-m=p’
or the word LINE to core out as 'L-ee-n". To get the

necessary control over prcnunciation, the phonere sirings

should probably be prepared in advaace. Thus, altkhough we
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ackncwledge real time text-tc—-speech conversicer as a
possibility, we think it more realistic to consider the
worst case, 1i.e. where thé CNCC must outrut the phonerne
strings.

There is clearly a serious drawback to this arrroach
in that it reguires software changes in the CNCC. It i<
worth considering, however, how we right irrlement 1t |{in
such a way as to minimrize the amcunt of change required.
First of all, the original text-to-phonere conversion should
not take place on the CNCC. A modified version of the
conversion program developed at NPS could be ruan on a COQINS
TAS tc produce the phcnemre strings. These weuld be moved to
the CNCC and storea on disk, requiring ebout 1£,2¢€ bytes of
cn-line storage. The CNCC rprogram would bte rodified to
recognize the sitvations when a voice ouviput message was
required, read the aprrorpriate thonere strineg frcr disk, and
cutput it to the synthesizer. As a grcss estimete, this
would require at least 50¢-1¢¢¢ words ot raln remory for
code and tuffers.

It is difficult to estimate the cost of the CNCC
sc?twvare changes, cr whether 1in *fact they can even te
accomplished. Rased on experlence, however, it is herd to
telieve that the cost would te wruch less than 3$1¢2,7¢¢,
éssuming the work was done under contract. This rears that
the cost ot this option would be at least $12,2¢¢ aed cculd

very possibly ve higher. About the only real adventege 1o
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the arrroach is the tact that we cas use the text-to-speech

editor that we developed at NPS with only slight
roditication. In that case, hbwever, the host corputer was
considerably more powerful and flexible than the Honeywell-
316. All imn ali, this altvernative 1is potentially very
costly and there 1s scme risk that it can’t even be done at
all. It is of 1interest more for academic than practical
reasons.

3. Stand Alone Voice Response Computer

This design, depicted in Figure 22, elirinates the
need for any software modifications to the CNCC computer.
Messages would be sent 10 the Logeger TTY as they are
currently but would actuvally be read by a microcomrputer such
as the Digital Pathways SLC-II. This computer would pass on
the messages to the Logger TTY bdut would first scan them to
detect those that should have an associated audio response
message. For these, the microprocessor wculd retrieve and
speak the appropriate output message.

The SLC-II is a microprocessor-based communications
~ coentroller that <can support up to £ serial I/0 chennels.
The tuilt-in speech synthesizer cam te used to announce
events over the unit’s front panel speaker or via the
telephone. It is usually taught the details of a specific
application by means cf simple commands to {ts cwn cperating
system called SAMSYN. The profile of the applicatior {is

stored in battery-supperted memcry <o that, after the
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initvial training session, the unit can be considered to de a
“black bex” taillored for a specific applicaticn. Along with
the basic unit anma the operatiag system, the SLC~-I1I 1is
equipped with a versicn of micrccoft BASIC to extend 1its
software carabdbilitvy. The SLC-Il uses a frorrietary bank-
switching technique that allcws it tc access uvp to EOK bytes
of RAM [Ret. 24: . 1-1].

The SLC-II would be intverfaced tc the CNCC ccemputer
and the Logger TTY on serial RS-232 or 2¢ mA channels.
SAMSYN provides the capability tc define KEYS that are ASCII

strings that the SLC-II locks for on its serial line from
Y

X

tag

the host. Asscciated with each KEY is an ACTION. 1If a
is detected in the midst of the serial data streamr from the
host, it immedlately triggers an ACTION; KEY 1n triggers
ACTION n. ACTICNs cause particular rrecgrams to te executed,
i.e. they ray dial rphone numbers, sreak sentences, etc.
Typicelly, in the case cf the CNCC, the acticn weuld invelve
speaking a sentence such as "IMP 5 is downa.  Sentences are
corposed from & pre-~stored vocaobulary.

The SLC-II has several attractive features. Tully
equipped, with 80K bytes co¢f memcry and 2ll scfivere, it
costs $32¢@¢. Moreover, it requires no user software as
such, Just the definition ot KEYs, ACTIONs, ard SENTENCE<

which can be done by someone who 1s nol an exrerienced
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programmer. It is compact, with @ built in sreaker, and 1its
user mapual is clear and readable.

There are twe pctential drawbacks. First, the voice
vocabulary that is rrovided is oot detined ir the ranual, so
there 1s nc way of kncwlng whether c¢r nct it 1i¢ adequate.
The vocabulary requirements of the CNCC are, to be svre,
small, bdut a numbter of wuncommer words are used. It 1is
possible that, if necessary, an extended vocatulary could be
purchased at scme extra cost. Potentially a bdigger prcdlem
is the limited number of KEYs and ACTICN’s, currently set at
16 each. For the mcdel at NPS we wused only 12 tasic
sentences. Ekach had a number of variants, however, for each
of the agplicable network corronents. There were six
variants of the IMP down  message, for example, cne for
each IMP in the CCINS subnetwork. There is some suggestion
in the wuser’s manual that these limitations might be deelt
with by invoking user-callable subroutines which use special
ASCII strings called buffers. BRuftfers seem tc prcvide a way
to formulate an speak sentences dyrarically. The
corparatively low coest and the ease c¢¥ implemertaticn
suggest that these issues should be investigated frrther.

4, Microcomrputer—Controlled Synthesis

This architecture, shown in Figure 23, is
essentially an attemprt <to combine the advantages of the

first two designs while minimizing thelr 4drawbdbacks. It

shares with the first the advantage ot a ccnvenlent and
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powerful text-to-sgeech eaitor ana, with the secord, the

advantage that 1o changes to CNCC software are required.

Additionally, it is more flexiple than the second approech
because it makes avallable the full capabilities of a

standard general-purpcse operating system.

The system would work in the following way. The
:? vser wculd emplcy & special #ull-screer editor tc zenerate
- the phonere strings to drive one of the VOTRAX speech

synthesizers such as the SVA described above. These strirgs

T

1 would be stored in standard CP/M text files. An application
program running under the CP/M disk cperating system weuld
capture ressages sent by the CNCC and pass ther to tke
- Logeer TTY. It would alsc scan each message lcoking fer

alarm conditions. Once tke program recognized an alarm

ressage, it wculd retrieve the ccrrespcending phceneme stiring
and send it to the SVA.

A speech editor that could be used to surrort this
strategy was developed by Psycho-Lirguistic BReseerch

Assocliates of Menloc Park, Calitornia and is marketed under

under the trade name SpeechWwizard. SpeechWizerd is & full-
screen editor for developing rhorere codes for the =eatire
varily c¢¢ VOTRAX synthesizers. It is not a text-to-speech 5

program dut rather a speech editor that generates codes tor

stored vocabdbulary to bte used later in application prorrams.

In that sense it is similar to the mli editor develored on

UNIX for the CNCC model. It can te run on any micrcccmputer
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that supports the CP/M operating system, which 1includes
virtually every wrajor personal corputer, Using a special
SOUNDSPELLING system, the user cen generate vcice messages
without learning about acoustic and articulatory phonetics
ard without dealirg with hexadecimal, cctal, cr ASCII ccdes.
According to the develorer, Cr. Carol A. Simpson,
SpeeckWizard has been tested with lirguistically neive users
who have used it tc create intelligitle spreech [Ret. 25].

SpeechWizard 1s being used at NASA’s Ames BResearch
Center t0 surport a research effort designed to assist
helicopter pilcts tliying low-altitude missicns. The system,
installed on a SCL-20 8JEP-based microcomputer, ceems easy
to use and the output speech, produced by a VCTRAX ML-I, |i«<
clear and intelligible. The price ftor SpeechWizard is $325;
of course to use it requires a microcomputer that runs the
CP/M disk operating system. The cost of such systems will
vary but a fairly well-equipped system can be purchesed for
about $4,20¢. Assuming that we wused the VCTRAX £SVA
synthesizer,the total cost woula ©be in the $6,2¢¢-%7,9¢0
range.

Irplementation ¢f this alternative would alsce
require the 4development of & program 110 sScan the CNCC
messages and seiect the appreprlate veoice response tased on
the contents. This program can be written In a righer—level
language and should te relatively straightforward siace |t

i1s essentially a straigzht cheracter string ratch and table
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lookur. Someone tamiliar with the CNCC ana CP/M should be
able to develcop such a prcgram in a veex cr less. Althcugh
1t costs a little rmore than the second alternative, this
strategy precvides a gocd deal mere Ylexibility and
possibility for enhancement. The number of possible ouvtput
ressages has no practical limit ard the quality of the
output speech is good. Since SpeechWizard was developed by
a preofessional 1linguist, it embodies a considerable arount
¢? lingvistic knowledge. The avallabllity of a pregrammatle
ricrocomputer also opens up oOther possibilities. Tre
micrcecmputer could, for example, reformat some of the (NCC
Surmary reports to improve their readsbility. It also could
rer¥cerm some 1lccal command editvine and provide velice
feedback to the Network Controller. While we are not really
looklng for a way to impreve other aspects c?¢ CNCC
operation, if the possibilities for such improvements are

rresented, it would seem shortsighted to ignore ther.

I. COMBINED VOICE INPUT AND OUTPUT

Although voice ipput and outrut represent two
independent techncloglies, it is natural tc want to combire
ther in 2 single system. In several plasces in this thesis,
we have alluded to a clcsed-locp system comblning speech
recognition and voice response. Irplementation of such a
system wculd not te easy, particularly in view of the

Justifiable reluctance to meke any modifications to the CNCC
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so¥tiware. Nevertheless, a step in that directior might bve
possible {f we could install a system connected to the CNCC
that supported bcth speech input and ovtput and alsc allowed
for the develorment of wuser software to emrloy them
intelligently.

The Interstate VCTERM, which we discvssed abeve in
connection with voice ieput, rreovides atr least the
possibility to ccrnstruct such a system which might te
configured as shown in Figure 24. The VOTERM is ZEQ@-baseqa
and provides 48K bytes of RAM, an 12¢M-tyte fleoppy-disk
drive, a geyboard and display screen, the discrete—~utterance
Voice Recognition Module (VRM), and voice restonse fror a
£@9@-worq vocabulary througk a YOTRAX SC-91 chip, tre seme
cne used in the SVA synthesizer. Ease cest for the systier
is ebout $11,000, $6,0¢20 for the VOTERM itself and abovt
$5,0¢@ ?or a wireless transmitter; an expanded mcdel might
cost as much as $15,20@8. Tris 1< in contrast to a cost of
over $2¢2,2¢02 if we used a T-6@@ speech recognition system
with 2 microcorputer-based voice output device. ASs we noted
above, we don’t have ruch direct experience with the
Interstate product and it may come up shcert cn scme of the
CNCC requirements. Its 1¢@-utterance recognition
vocabulary, fcr -example, may not bte adeguate fcr CNCC use,
The ability to do write vuvser programs in lgh-level
languages may rrovide a reans to overcome these lirfttatlons,

In light of 1ts relatively low cost and ir view of the
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tunctional advantages of corbdining input and output a single

S @

vnit, this strategy is certainly worth pursulng further.
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VII. SUMMARY AND CONCLUSIONS

Ve have taken several ditferert paths in the preceding
discussions; 1t seems in order, therefore, to try to dbring
these paths together and surmerize our fiadings. We first
daeveloped a profile of commo:n characteristics of
aprlications that have successtfully used volice inrut. The
CNCC application scored falrly bhigh when matched against
this profile. In a less forrmal way, we looked at typical
app'ications ot voice output and agalin ccncluded that the
CNCC was a reasonable canaidate for application of thris
technology.

Baving established the potential vuvsefulness of voice
technology in the CNCC, we rroceeded to develop a computer
model that would help us evaluate the feasibility of VIO
and, at the sare tire, give a prelirinary indication as to
the contributicr that it might make tc¢ the nverall
effectiveness of the Network Controller function. Our
ccnclusions in this area were rather tentative, V¥We shcwed,
tor example, that use of volce technology resulted in rarked
imprcvement in operatcer response time for cne infcrmal test
that comrpered the different operating environrments. This
sare test seemed tco suggest that the use c? volce
technology, paerticuvlarly voice ovtput, would increase tke

productivity of the Neiwork Controller in terforming
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parallel tasks. Agalr, cauticn must be used in interpreting

these results csince the tests were informal, unstructurea,
and vunreplicated. The conclusion with regard to parallel-
task productivity, in perticuvlar, must be viewea as tre
sublective Iimrressicn of a single test subject with no
quantitative measure tc¢ support it.

The applicability ard feasibility established, we turned
to the consideration of how best to integrate the technclcgey
into the existing CNCC. Installatior of Speech Recognition
equipment was shown to be stralght forward, inveclving ne
changes to the current hardware or software configuration.
At least two manutacturers offer systems that would rrobably
reet the needs of the Network Controller function; selection
¢t the one to use involves the classical tiradecff between
cost and capability. The 1installation of a voice input
device would necessitate rmoditfication to sore ot the current
CNCC operating prccedures. As with any charge to an
existing operatirng ervironment, caretful vlanning 1is
essential in order to maximize the tenefits ard minirize the
potenttal disrurtion.

The probabvility of operational disruption is much 1lower
*or voice output. The addition of spcken messages, even 1if
the speech quality §s not too high, is unlikely to hamper
cperations. The mecst cserious problem with veice cutput, at
least at this time, {s that it requires consideradly more

software than does speech reccgniticn. To implement an
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audio response capability without software modifications to
the CNCC will require that the voice output device be
driven by an external computer, either a self-contairved
Volice Response Comruter or a gerneral-purpose ricrocomputer.
Whichever apprcach is chosen, a certaln amcunt c¢f softwaere
developrent and mMmaintenance will ©be required. In this
context, scftware includec anything frcm creaticn and
editing of voice mressages 10 develorment of simple prcgrams
in a higher-level language like BASIC. The key point 1is
that, while we ray bde able to rwinirmize the amount of
software work, we cannct eliminate {t all.

In the section on irplementation, we included some
discussion ot <the comparative costs of the diftferent
2lternatives. This is a daifficult area to sumrerize since,
as might be expected, the cost picture is a comraratively
fluid one. It is possible, nonetheless, to at least
establish <some cost boundaries as guidelines for decision-
making. At the low end, it 1is possible to 1irplement a
corbinzed voice input/output system tor as little as $11,@2¢;
other potentlal configurations could cost twice tkat much,
and there are a noumber ot alternatives in between, Our
investigation has shown that the technology can Iimprove
orerations in the CNCC. The gquestion of whether or not the

irproverent 1s worth the cost 1is, quite properly, a

ranagement rather than a technical one, We hore that scre
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APPENDIX A
OPERATING INSTRUCTIONS FOR CNCC MOZEL

These instructions assume that the rerson whe wants to
run the mcdel has a werking tamiliarity with both the UNIX
operating syster and the CNCC orerating tprocedures as
cutlined in The CNCC Operators Marual [Reference 3]. Given
these assumptions, ruoning the model is tairly
stralghtforward. The process invclves three steps: flrest,
ensuring that the surport ¢tiles <contain the correct
information; second, running the mcdely and third, analyzing
the results.

There are a number of files that the system uses to
initialize 1internal parareters and tables. The casual user
will only ever have 10 make changes 1o cne of therm, the file
cncc.ini. This file <contains & rnumber of parameters éend

switches that the rrograr uses whilie orerating. The file tis

@ standard UNIX text flle that can be medified with any of

the text editors, such as the full-screen RAND edivor. The
file also contairs comments that 2ssist the user in makirg

changes. The contents of the tile as used at NPS are as

follews:

45 .0 ,8€400.0,86400.2,-1,/aev/ttyh
rimul = 48.¢ y nr c¢f times real time for this run

imtbf = &€420.9 ; mibf for an imrp irn secs
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lmibt = E€400.0 7 mtibt for a linme in secs
voflg = -1 iy volce output enabled
logdev = /dev/ttyh ; device for voice output

The rarameter fields contain nurbers or character
strings and are delimited by commas; the format is fairly
rigid and all +tields except the last rmust contailn the
required number of character positions. Tke first parameter
(RTMUL) is the multiplication tactor that the rodel uses 10
speed uvp real time. In the exarple, €ach half hour of
rrogram time would correspond 10 an entire day of real tirme.
The parameters IMTBF and LMTBF represent the MTBF for IMPs
and lines respectively. In this case, MTRF for both is one
day (86,490 seccnds). The prcgram will apply the real time
rultiplication factor to0 these values converting them, in
this case, tc 2@ minutes each. The parameter VOFLG
determines whether or not voice output messages will be
used. In the example, the value ¢f -1 turns or vcice
output; to disable it, the user would change the value to €.
The 1last ¢field <contains the UNIX path rame fcr the device
- that is to serve as the Logger TTY, in this cese /dev/tiyk.
This prevides flexibility in configuring the system. Note
that as the system is currently designed, the voice output
device and the Logger TTY must be the same termrinal.

Once the user has made any required changes to cncc.ini,
he or she is ready to run the nodel. To do this, he should

LOGIN cn beth the Summary ard Lcgger TTYs with the same

USERID on both devices. Next, change the working directcry
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on toth terminals to the directery where the scftware for
the model  resiaes. (At NPS, this is currently
/usr/malarkey/coins.) Next, on the Logger tty, enter the
cormand “back’; this will start up a tackground process that
will periodically type out the current date and tire, Then,
on the Summary TTY, enter the cormend ‘cncc’ and the model
will start to execute. The rrogram will first tyre out the
current date and time on the summary TTY and then will be
ready to accert command input. The tollowing corrands are
currently suppcrted: REPORT, BROALCAST FILE, PRINT
DIRECTORY, PRINT TOTAL, SEND LOCAL-FILE, DUMP, RENAME FILF,
and TELETE FILE. See the CNCC Operatvors Manual for detatils.

In add;tion. two special commands have been included
¥cr cperator ccnvenierce. It may be usefuil for the operatcer
to change the status of one of the lines in the nmetwork. To
do this, a special command has te2n implemented. The user
types ‘?1°; the system responds with “INE STATUS IS’} the
user then enters either a “d°, a ‘v’ cr an “1° tc dencte
that the line i1s either down, up, or looped; the system then
responds ‘LINE: ° and the wuser enters the lire number

followed by an escepe character. Here are two exarples:

?21INE STATUS IS uP LINE: 23
?1INE STATUS IS 100PED LINE: 14%

Tyrically this command is used to restore a line that has
been marked dcwn by some petwork event. The otker speciel

corrand provides a way to gracefully stor the- rodel. To
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halt, type “?q°; the systerm will respond “UIT CONFIRM (Y OR
N)° and the user responds approrriately.

After running the mcdei, the user may wish to exemire
the resronse times for the run. These results are in a ftile
nared cncc.log. Each line in the file corresponds tc cne
event that required operator action and contains the event

‘ code, the subcode, and the number c¢f <seconrnds that elapsed
| between the time that the fallure occurred arnd the time that

an arplicable operator response was aoted.
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APPENDIX B

PARAMETERS AND GLOBAL DATA STRUCTURES

PARAMETER DEFINITIONS

rarameter evlsz = 200 ! size of event 1ls1

parameter maxev = £0 ! max nr of events

rarareter leve = 4 ! length ot event entry

rarameter palsz = 40 1 sz cf pending acts 1lst

parameter lrae = 4 ! logth of pal entry

rarameter nlines = 14 ! or of lines 1in netwecrk

parameter nimps = 5 ! pnr c# IMPS in network

rarameter nhosts = 20 ' nr of network hosts

rarameter crdtiy = 5 ! unit for orr cmd input

parameter sumtty = 6 ! unit fcr Summary TTY

parameter disk = 1 ! disk i/0 unit number

rarareter logfil = 2 1 unit # tor log file

parameter mail = 14 ! 1pc? interruvpt sigral

pararmeter mlen = 20O ! length of ipcf msg

rarameter raw = 49 ! mask tor raw tiy 1i/o ~

parameter cock = 177737 ! mask for cocked tty t

parameter nwvmsg = 12 ! nr of voice output msgs i
H

GLOBAL DATA STRUCTURES (COMMCN BLOCKS)

COCMMON BLOCK EVINF contains info on event list
common/evinf/ttne,tfne,rtrul,rtiav,events,evlp,nev,
+ stime,ctime,evcode,evprms,evsupp

time TILL next event

time FOR next event

real time rultiplier
inverse of rtmul (1/rtrul)
ordered list c¢f events
pointer to next event to add
nr ot events on list

pPEM startiime

current time (rel to stime)
code for current event
subcode or params fcr event

integer ttne
integer tfne

real rtmul

real rtinv

pyte events(evlez)
integer evlg
integer nev
integer stimre
integer ctime

byte evcode

tyte evprms(4)
tyte subdcod
equivalence (subcod,evprrs(1))

tyte evsuppi<6) ! supplemertary event informatiorn
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COMMON BLOCK NETINF contains tables and varlebles thet
represent the current state ot the network.
cemmon/netinf/ istat,lstat ,modlns,vhimp,vhram,

+ Imtof,lrtdf

byte istat(nimps)
tyte lstat(nlines)
byte modlns{(4,nlines)
byte vhimp(nhosts)
tyte vhnam(1@,nhosts)
real imtdf

real imtbdft

imp status tbl

line status tatle
network topology tbl
host—imp maprinog tbdl
virtual hcest rares
MTBEF for an IMF
MTBY ftor a line

Gam Sl 0un g owm v gun
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COMMCN BLOCK PALINF contains ipnfc on pending action licst :

common/palinf/?el,pap.repeat 1

byte pal(palsz) ! pending actions list ‘

integer pap ! pcinter for pal

logical repeat ! true when we are repeating
! previous events frorm pal

COMMON BRLOCK VOCOUT contains info on voice output msgs
common/vocout/votlg,logity,vomar,vorid,vorsg

lcgical voflg ! true if velce output turned cn
integer logtty unit for logger tty

integer vomnr ressage nr withia event

byte vomid(Z,nvmsg) code and message number

byte vomsg(8,nvmsg) file names where phoneme
strings are stcred

-t B sum oam o

COMMON BLOCK VDATA ccntalns phomneme info fer current
voice output message
common/vdata/vphon,infl,rate,nv

integer*4 vphcn(mazxv) ! phonemes tc be cutput.
byte infl(maxv), rate(maxv) ! inflection and rate
byte nv ! ¢r of rhoperes

COMMON BLOCK MISC ccntains general purpese stuf?f
common/misc/adate,atime,lbuf,sttyfd,lttyfd,ttrode
byte adate(12) ! ascii date

byte atime( 8) ! ascii tire

byte lbuf(&2) ! scratch buffer. only use fcr
! temporary storage ot data.

integer stiytd ! #ile descr for summ tty

integer lttyfd I file iescr for logger tty

integer ttimode(Z) 1 tiy modes

COMMON BLOCK TTYINF ccntains glctal data structure ¢cr
command handling process

ccmmon/ttyinf/ chan,ccode,delchr,aellin,corplt
integer chan ! unix chaa fcr Summ TTY
integer ccode I code tor current opr c¢md

14€
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! trve if char was ‘delete chr”’
logical dellin ! true if char was ‘delete line’
logical comgplt ! true it cormand line completed

logical delchr

COMMON BLOCK IPCF ccntains necessary variables and
buffers needed to implement priritive IPCF
cormon/ipct/ ng.rcvmsg,spld dpid,newmsg,norail

byte meg(mlen) send message buffer

byte rcvmsg(mlen) receive message duffer
integer spid sending PID

integer dpid destination PIT

logical newrsg true if new mrsg has arrived.
legical ncmail true when mail ints dicabled

e pun s pem o "W

COMMON BLOCK ENVIR contains info vsed by both parent
and child processes in CNCC model. Saved in disk file
envir.dat.

common/envir/parent,tiyin

integer parent ! pid ¥for CNCC rrocess
integer ttyin ! pid for TTYIN prccess

TABLE OF VAIID OPTRATOR COMMANDS

Farareter ncmds = 10 ! nr of opr comrands
byte cmds(4,ncmds) ! taprle of legal commands
cmds(1,J) - ar of chars in jth command

cmds(2,3) - 1st char of jth command

crds (3 .J) - 2nd char of jth command

cmds(4,J) - 3rd char of jth ccmmand

data (cmds(i,1), 1 =1,4)/1,°B°,2,2/

data (cmds(i,2), i =1,4)/1,°P",2,¢/

data (cmds(1,3), 1 =1,4)/1,°S",2,2/

data (cmds(i,4), 1 = 1,4)/2,D°,°0%,8/

data (cmds(i,5), 1 = 1,4)/3,°D°,°8°,°1L%/

data (cmds(i,€), 1 =1,4)/3,’R°,“E°,'N"/

data (emds(i1,7), 1 =1,4)/3,R%,°2°,L7/

data (cmdes(i,8), 1 =1,4,/3,R",°%E",°P"/

data (cmds(i,9), 1 =1,4;/1,°C",0,2/

data (ecmds(i,12), 1 = 1,4)/1,°L°,0,2/

-
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APPENDIX C

VOICE INPUT VOCABULARY

UTTERANCE

ZERC
ONE
TwC
THREE
FOUR
FIVE
SIX
SEVEN
FIGHT
NINE
STOP THE MODEL

QUICKPRINT REPORT

STATUSREP
TERUPUT SUMMARY
DAYSUMM

LUMP IMP1

LUMP IMPZ

CUMP IMP3

DUMP IMP4

TUMP IMPE

DUMP IMPE
21 RELOAD IMP1
c2 RELQOAD IMP2
23 RELOAD IMP3
24 RELOAD IMP4
s RELOAD IMPO
<€ RELOAD IMPS
27 CLEAR CRASH IMP1
28 CLEAR CRASE IMP2
29 CLEAR CRASH IMPZ
32 CLEAR CRASH IMP4
31 CLEZAR CRASE IMPE
32 CLEAR CRASE IMP6
33 “ARX UP LINE1
o4 MARK UP LINE2
38 MARK UP LINED
36 MARK UP LINEE
37 MARK UP LINE?
38 MARK UP LINEE
39 MARK UP LINE14
40 CORRECT CKSumM IMP1

148

CUTPUT STRINMNG

ORGP

7QY

2REPG:

?2REPS:

?REPT:

?REPL:
2DUIMPSYSR8%21%
?TUIMPSYSE8S502%
?DUIMPSYS8ESQRZS
?DUIMPSYS88%5@4$
?DUIMPSYSRESLZES
?DUIMPSYSEESQES
?RELIMPSYSY9%QlS
?RELIMPSYSUYSLR2S
?2RELIMPSYSY9SEL3S
?2RELIMPSYSY9S 2S4S
?RELIMPSYSHU$05S
2RELIMPSYSU9%026%
7BCLEARCRASHS1S
?BCLEARCRASESZS
?BCLEFARCRASHS3S
?RCLETARCRASHS4S
?BCLEARCRASESSS
?2BCLEARCRASHSES
?21LU1%

2LU2%

?2L03s

2LU6S%

?2LU7¢

?2LU8BS

?LU14%

?BHACMEM IMP151S




.,
PP -

CORRECT CKSUM IMP2
CORRECT CXSUM IMP3
CORRECT CESUM IMP4
CCRRECT CKSUM IMPE
CORRECT CKSUM™ IMP6
SENT LOCAL »¢ILE
CELETE FILZ

RENAME

PRINT DIRECTCRY

HCW MUCH DISK SPACE
LOGFILE

TOPOLOGY

NCC

SOLIS

TIA

NSE

CCINS TAS

ARPANET GATEWAY
TILE

NDS

BLACKER FRONT ENT
BLACKER TAS

TTRF

TESTFILE
SCRATCRFILE

IMP
IMP
IMP
IMP
IMP
IMP
LOGIN TO UNIX
PASSWORT

CHANGE DIR COINS
STARTUP THE NCC
STOP TEE SYSTEM
HOST SUMMARY
BROADCAST FILE
RELOAD

MODEM ZERO

MODEM ONE

MODEM TWO

NET STATISTICS
ESCAPE

TELETE CEARACTER
CANCEL

MO Ol DN =

?RHACMEM IMP2352%
?BHACMEM IMPZS$3S
?BEACMEM 1MP45%4$
?7BHACMEM IMPESSS
?BHACMENM IMPESES
7S

?DEL

?REN

?PD

?PT

CNCC.LCGS

CNCC .NETS

1%

2%

4%

£s

7%

8%

12

12

14

19

22

TESTFILES
SCRATCHFILES

1%

zs

s

4%

5%

€$
MALARKEY<cr>
CUNIX PASSWD>
CD CCINS<Lecr>
CNCC!TET CHATScr™>
?2¢Y
?REPE:
?B

7REL

P

1

b
NETSTATS
{esc>
<¢ctirl-h>
{ctrl-u>
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i APPENZIX T
;% VOICE OQUTPUT MESSAGES
¥
;|
- INTERNAL
: NUMBER VOICE MESSAGE
-i g1e1 IMP ## errors corrected.
p 2301 IMP ## has been relcaded.
19901 Line ## 1is ur.
o 19@2 Line ## i{s loored.
3 1003 Line ## 1is dcwn.
3 1101 IMP ## is down.
: 1201 Line ## is down.
! 1401 IMP ## tad host data checksum,
‘ 1801 IMP ## trap condition.
1601 IMP ## crash regport.
. 18021 Line ## 1s down plus side.
F 1802 Line ## 1s down minus side.
|
|
i
|
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